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Topic Visualization System for Unfamiliar Couples
in Face-to-Face Conversations

Abstract

This paper proposes a topic visualization system for unfamiliar couples in face-to-face con-
versations. Some of people are weak at making face-to-face conversations with people for 
the first time. It is so hard to find good topics for conversations. If any topic can not be 
found, a non-speech section will come to a conversation and will make them be more awk-
ward. The proposed system visualizes topics to users. As inputting the user’s profile data 
into the system, conversation topics are visualized by referring the input. The proposed 
system recognizes their speeches in conversations, and detects non-speech sections in their 
conversation. If a non-speech section is detected, the system switches topics to new ones 
and presents the new topics to the users. They can continue their conversations if non-
speech sections come more than one time. We experimented the efficiency of the proposed 
system in decreasing non-speech time in conversations.
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1 Introduction

Conversation support methods have been widely researched in many academic and busi-
ness areas not only for human-to-robot conversations [3, 14, 16, 18] but also for human-to-
human conversations [13]. We also have researched human-to-human conversation meth-
ods [15]. In human-to-human conversations, they often use Web services such as short 
message services and chatting services. The services enable users to send messages to their 
friends as soon as they want. They never wait for response messages with holding their mo-
bile phones until the response messages come. When the responses come to their mobile 
phones with notifications, they would read those. They can write and read their messages 
whenever they would like to use the services. Such services have set people free from the 
pressure to communicate with others.

With the spreading of the Web services, people have less time of making face-to-face 
conversations with others [10]. People used to enjoy conversations while having lunches 
and dinners before inventing of the Web services. Nowadays, in their lunches and din-
ners, they use their own mobile phones to make conversations with others who are far 
from them. They do not make conversations with their friends at the same table. People, 
especially young people, often are afraid that they are weak in making face-to-face con-
versations. Though they can talk with their friends and members of their own family, they
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can not start to talk with others for the first time. Even if they start to talk, they can not 
continue their talks. However, they can talk with anyone on the Web services. Why is it 
hard to start and continue their conversations in the face-to-face situation? The answer for 
the question should be that they do not find good topics for their conversations. Without 
finding any topics to talk with, they can not speak anything and then a non-speech section 
comes. A non-speech section is uncomfortable for people who feel their weakness in their 
ability to make conversations. On the other hand, they have enough time to find good top-
ics in conversations on the Web services. Therefore, they may not feel uncomfortable in 
conversations on the Web services. People do not like non-speech sections. To decrease the 
non-speech time in the face-to-face conversations, some methods to find good topics are 
required.

In our previous paper, we proposed a conversation support system [17]. The previous 
system supports face-to-face conversations of unfamiliar couples. The users input their 
profile data into the system. Then, the system selects and presents topics that are common 
to talk for both of them. The system uses words of hobbies in their profile data to selects 
topics. The system selects words related to the words of hobbies based on a thesaurus in 
the topic selection and presents the words as the recommended topics for the conversation. 
We confirmed that the system could decrease the non-speech sections in conversations. The 
previous system presents topics only one time. The users can avoid the first non-speech 
section by using the presented topics, however, they may not avoid the second and later 
non-speech sections. When a non-speech section is detected, the topics should be switched 
to new ones, and the new topics should be presented to the users.

We do not have any findings of the timing and what the non-speech section should be 
for switching topics. In this paper, we conduct preliminary experiments to find the best 
non-speech section for switching topics. Also, we propose a new system that supports 
conversations by switching topics when a non-speech section comes.

People often wonder the timing to speak or not in their conversations. The behavior is 
called as the conversational inhibition, which has been studied by many researchers[2, 4, 
6, 7, 8]. One of these findings showed that talking with an unfamiliar person had bigger 
number than talking with a friend for the conditions getting conversational inhibitions[9]. 
In this paper, we try to support unfamiliar couples who tend to get conversational inhibitions 
by visualizing common topics. The expected outcome of our study is that the visualization 
of topics will support the users to continue their conversations.

2 Preliminary experiments

We conducted preliminary experiments to determine the time for switching topics for users 
in the proposed system. Our previous system [17] does not switch topics in a conversation. 
The previous system visualizes the topics on the interface at the beginning of a conversation. 
System users in a conversation can avoid the first non-speech section by using one of the 
presented topics by selecting as a next topic. However, the users may not avoid the second 
or later non-speech section in their conversations. The visualized topics should be switched 
every timing that a non-speech section comes, some of the non-speech section works for 
their consideration, though. Then how long time should be for switching the topics? How 
many seconds should the system keep to visualize the same topic in a non-speech section?
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2.1 Experimental procedures

The procedures of the preliminary experiments will be shown in the following paragraph.

1. The experimenter (who was the second author) made pairs of participants. Each pair
had two participants. The number of pairs was 10. The experimenter divided the 10
pairs into two groups. The two groups were called as an unfamiliar group, and as a
familiar group.

2. The participants of the preliminary experiments were asked to fill their profiles: ac-
count name, gender, living place, name, age, blood type, birthday, part-time job,
favorite actor/actress, and hobby.

3. Each pair in the two groups was asked to make a conversation. All pairs in the two
groups used the previous system in their conversations. All the conversations were
recorded with a voice recorder.

4. After five minutes from the beginning of the conversation, the experimenter asked
each pair to stop their conversation.

Each pair in the two groups consisted of a male and a female participant. The par-
ticipants were undergraduate students majoring information science and engineering. The 
range of their age was between 21 to 23 years old.

The previous system visualizes topics on the interface as shown in Fig. 1. The topics 
are selected referring the relations between their hobbies in their profiles.

When dividing the pairs into the groups, the experimenter asked the pairs “Did you two 
make a conversation for more than five minutes before?” If a pair answered YES, the pair 
was classified into the familiar group, and if no, the pair was classified into the unfamiliar 
group.

We asked the participants to ask some questions and give opinions relating to their 
profiles to the partner in the pair. The participants could select the next topic by deriving 
a topic relating to their profiles. The participants were asked to speak to microphones for 
their voice data to be recorded. The conversation time for each couple was set to five 
minutes because unfamiliar couples often feel hard to continue their conversations for the 
first five minutes. If they get over the first five minutes, they may be able to continue their 
conversations more. Therefore, we select the time for each conversation.

2.2 How to measure non-speech section in a conversation

We measured non-speech sections in a conversation. The non-speech section denotes a 
section in which both of the participants in a pair do not speak anything. We used Audacity, 
which is free audio software [1], to obtain volume data of recorded voice data every second. 
We defined a section where the volume level is higher than or equal to 0.01 as a speech 
section. The non-speech section is defined as a section where the volume level is less than 
0.01.

We removed waiting sections for answers to questions from the set of the non-speech 
sections. The rest of the set was assumed as the non-speech sections.

Each of the non-speech sections had the time information of the beginning and the end 
of the section. We calculated the difference between the times for the beginning and the 
end. The difference was used as the time for a non-speech section.
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Figure 1: The interface of the previous our system supporting conversations of couples for
the first time. (a) is translated information of (b) in English . We used the interface (b) in
experiments. Their profiles are shown on the left and the right side. The topics are shown
in the center. The topics are selected referring the relations between hobbies of the two
profiles. In this example, the hobbies of a user on the left side are “baseball,” “reading
books,” and “training.” The hobbies on the right side are “listening to music,” “shopping,”
and “cooking.” The topics in the center are “baseball comics,” “training,” “martial arts,”
“magic,” “musical piece,” “instrumental,” “fashion,” “animation,” and “sub-culture.”
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Figure 2: Outline of the proposed system. The proposed system consists of two modules: a
module for topic selection and a module for topic switching.

2.3 Experimental Results

The all pairs in the groups firstly asked questions for their profiles each other. Then they
started to talk other topics. The average time of non-speech sections for the familiar group
was 1.5 seconds though the one for the unfamiliar group was 2.5 seconds. The average
time for the familiar group was significantly higher than the one for the unfamiliar group
(Student’s t-test, t=2.7, p=0.02 < 0.05). It seemed that the pairs in the unfamiliar group
had trouble with finding the topics for their conversations. If the topics were presented
many times to continue their conversations, they may decrease the non-speech sections in
their conversations.

According to the results, we determined to develop a new system that equips a function
to switch topics if a non-speech section continues for 2.5 seconds.

3 Proposed visualization system switching topics every non-speech
section

Fig. 2 shows the general idea of the proposed system. The proposed system consists of two 
modules: a module for topic selection and topic switching. Each module has each input and 
output.

The proposed system is developed to be used by two users. The positions of the users, 
their microphones, the interface, and the proposed system are shown in Fig. 3. The users 
have their seat next to each other. They speak to their microphones. The voice data is sent to 
the proposed system. They see topics visualized on the interface. Fig. 4 shows an example 
of topics presented on the interface.
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Figure 3: Positions of the users, the microphones, the interface, and the proposed system.

Figure 4: Example of topics visualized on the interface. (c) is translated information of (d) 
in English . We used the interface (d) in experiments. The users’ profiles are shown in the 
left and right side. The topics are shown in the center. The topics are switched every timing 
non-speech section occurs. In this example, the hobbies of the user on the left side are 
“listening music,” “shopping,” and “cooking.” The hobbies on the right side are “baseball,” 
“reading books,” and “training.” The presented topics in the center are “ceramic arts” and 
“wasting money.”

24

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.

Y Nishihara et al.



3.1 Module for topic selection

The input data of the module for topic selection is two users’ profiles. The proposed system 
is used by two users simultaneously. The module selects topics referring their hobbies in 
the profile data and put the topics as the output.

3.1.1 Input: Users’ profiles

The system users input their profile data. Each user inputs account name, gender, living 
place name, age, blood type, birthday, part-time job, favorite actor/actress, and hobby. The 
profile data is the same as those which were used in our previous system [17].

3.1.2 Topic selection

In the system, Word2Vec is used to select topics [5, 12]. We use Japanese Wikipedia’s data 
in the learning on Word2Vec. After the learning, the module inputs each word of hobby on 
the profile to Word2Vec. Word2Vec outputs each vector of words for the input word, which 
is hobby.

The module selects words that are common to two vectors: a vector from a user and 
a vector from the other user. The selected words are ranked with the index number of 
cosine similarity in a vector. Then, the selected and ranked words are used as the topics 
in the module for topic switching. The module does not consider a topic in the current 
conversation. The authors will try to find the limitation of the module that consider only the 
users’ profiles.

3.2 Module for topic switching

The input data of the module for topic switching is the users’ voice data. The voice data is 
obtained through two microphones for the two users. The module merges the voice data of 
the two users. If a non-speech section is detected, the module decides that the users should 
switch the topic of the conversation, and outputs the next topics based on the output of topic 
selection module.

3.2.1 Merging of the users’ voice data

The voice data of each user is sent to the module separately. The module recognizes each 
voice data by using a speech recognition machine, which is Julius [11] in this paper. Rec-
ognized voice data is output as text data. The module merges the text data in time order. 
The merged data is saved as a log file with time information.

In speech recognition, Julius also records three states: the beginning of speaking, the 
end of speaking, and waiting period for the speaking. The waiting period for the speaking 
is marked just after the end of speaking. The three states are also written in the log file with 
time information.

3.2.2 Detection of non-speech section

The module detects non-speech sections by using the three states recorded by Julius. Fig. 5 
shows the procedure to detect the non-speech section. The module starts to detect a non-
speech section when the states of both of the two users are waiting for speaking. The module 
stops detecting the non-speech section when the state of either user changes to the beginning
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Figure 5: The procedure of detecting non-speech sections.

of speaking. If either user does not start to speak in 2.5 seconds from the beginning of the
detection, the module switches topics and presents them to the users on the interface.

4 Evaluation experiments

We conducted the evaluation experiments with the proposed system. The purpose of the
experiments was to verify the efficiency of the proposed system in decreasing non-speech
sections in the conversations.

4.1 Experimental procedures

The procedures of the evaluation experiments are shown in the following paragraphs.

1. The experimenter (who was the second author) made pairs of participants. Each pair
had two participants. The number of pairs was 18. The experimenter divided the 18
pairs into three groups. The groups were a proposed group, a comparative group, and
a baseline group.

2. The participants of the evaluation experiments were asked to fill their profiles: ac-
count name, gender, living place name, age, blood type, birthday, part-time job, fa-
vorite actor/actress, and hobby.

3. Each pair in the three groups was asked to make a conversation. The pairs of the
proposed group used the proposed system in their conversations. The pairs of the
comparative group used a comparative system in their conversations. The pairs of the
baseline group used our previous system in their conversations. All the conversations
were recorded with a voice recorder.

4. After five minutes from the beginning of the conversation, the experimenter asked
each pair to stop their conversation.
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Each pair in the three groups consisted of a male and a female participant who met for 
the first time. The participants were undergraduate students majoring information science 
and engineering. The range of their age was between 21 to 23 years old.

As mentioned above, we prepared the three groups for the experiments. The proposed 
group used the proposed system. The baseline group used our previous system. The com-
parative group used a comparative system that switched topics if a non-speech section con-
tinues for 1.5 seconds. We prepared the comparative system to verify the appropriate in-
terval for switching topics. The interval of the comparative was determined based on the 
results of the preliminary experiments.

We asked the participants not to give questions or opinions that are not related to the 
information on their profiles. The participants could select the next topics by deriving a 
topic relating to their profiles. The participants were asked to speak to microphones so that 
their voice data could be recorded.

We measured non-speech sections in their conversations. We supposed that the non-
speech sections were decreased in the proposed group. The procedure to measure the non-
speech sections was the same as those in the preliminary experiments.

4.2 Experimental results

Table 1 shows the obtained non-speech sections: the number of non-speech sections, the 
total time of the non-speech sections, and the averaged time of the non-speech sections for 
each group, respectively.

The average time of the non-speech sections was 7.9 seconds in the conversations with 
the proposed system, though 11.2 seconds with the comparative and 9.4 seconds with the 
baseline system. The shortest time of the non-speech sections was confirmed by using the 
proposed system.

5 Discussions

The experimental results showed that the shortest time of the non-speech sections was con-
firmed with the proposed system. In comparing the proposed system with the baseline 
system, the function of switching the topics every non-speech section worked efficiently to 
find the next topics in the conversations.

The averaged numbers of non-speech sections were the same between the proposed 
system and the baseline system. In contrast, the averaged time of non-speech sections were 
different between them. It indicates that the participants of the proposed system could select 
topics instantly and continue the conversations. The proposed system shows a few topics 
on the interface while the baseline system shows all topics on the interface. Therefore, the 
participants could select topics instantly.

In comparing the proposed system with the comparative system, the time of the non-
speech sections with the comparative system was higher than the one with the proposed 
system. The comparative system switched the topic to the next topics every timing when 1.5 
seconds of non-speech section occurred. The switching interval of the comparative system 
was shorter than that of the proposed system. In the comparative system, the interval might 
be too short for the users to check up the next topics shown on the interface. The topic 
might be switched interrupting the checking of the next topics. The participants could not 
find the topics to continue their conversations because of the fast switching of the topics.
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Table 1: Number and time of the non-speech sections for each system.

Proposed system
Pair # of the non-speech sections total time averaged time
1 4 7.36 1.84
2 2 4.57 2.28
3 5 13.72 2.74
4 3 4.27 1.42
5 5 13.99 2.80
6 2 3.81 1.91
Avg. 3.5 7.9 2.2

Comparative system
Pair # of the non-speech sections total time averaged time
1 4 8.86 2.22
2 8 19.52 3.23
3 4 7.42 3.54
4 5 9.83 3.59
5 4 9.08 4.05
6 6 12.34 3.44
Avg. 5.2 11.2 3.3

Baseline system
Pair # of the non-speech sections total time averaged time
1 8 24.67 3.08
2 3 6.87 2.29
3 2 7.76 3.88
4 2 5.32 2.66
5 1 0.89 0.89
6 5 10.99 2.20
Avg. 3.5 9.4 2.5
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The experimental results proved that the proposed system can reduce non-speech time
more than the baseline system. We need to improve the proposed system as the future
work that supports users for enjoyable conversations. The proposed system shows topics
that are selected by evaluation of relations between users’ profiles. We will improve the
selection method of topics in order to realize the enjoyable conversations. It may be good
if a keyword in a profile is more favorite one for a user, the system evaluates the keyword
as an important one.

6 Conclusions

This paper proposed a system that supports conversations of unfamiliar couples. The system
visualizes topics for conversations to users. Their voice data in conversations was recog-
nized, and non-speech sections were detected. If a non-speech section was detected, the
system switched topics to new ones and presented the new topics to the users. The users
could continue their conversations if non-speech sections come more than one time.

We experimented with three systems: the proposed system, a comparative system and a
baseline system. The baseline system visualized topics for only one time. The comparative
system visualized topics every timing when a non-speech section for 1.5 seconds occurred.
The interval of switching topics in the comparative was shorter than those in the proposed
system. Experimental results showed that the time of non-speech sections with the proposed
system was shortest among three different systems. We confirmed that the proposed system
contributed to decrease the time of the non-speech sections by switching topics every non-
speech section of 2.5 seconds.

As the future work, we will survey the effectiveness of the proposed system as a prac-
ticing tool for making enjoyable conversations.
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