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Abstract

In this study, we demonstrate the usefulness of financial text for asset allocation with multi-
asset classes, including stocks and bonds, by creating polarity indexes for several types
of financial news through natural language processing. We performed clustering using a
change-point detection algorithm on the created polarity indexes. We also constructed a
multi-asset portfolio using an optimization algorithm and rebalanced it based on the de-
tected change points. The results show that the proposed asset allocation method performed
better than the comparison method, suggesting that polarity indexes can be useful in con-
structing asset allocation methods with multi-asset classes.

Keywords: Financial news, MLM scoring, causal inference, change-point detection, risk-
parity portfolio

1 Introduction

1.1 Background

In this study, we propose that financial texts can be useful for tactical asset allocation meth-
ods using a multi-asset class. This can be accomplished using natural language processing
and statistical causal inference to create rebalancing signals. Numerous studies have been
conducted on investment techniques using machine learning. In particular, there is a grow-
ing body of research on asset allocation, including the derivation of investment signals and
calculation of investment ratios [1,2]. In this study, we focus on the point at which portfolio
prices change rapidly due to external factors, that is, the point of regime change. Regimes in
finance theory are the invisible market states, such as expansion, recession, bulls, and bears.
Some studies attempted to capture market alpha by incorporating these regime changes into
investment strategies [3,4]. We will delve one step further and focus on measuring future
regime changes. In this study, we specifically draw on the studies presented in [5]. If the
information on future regime changes (i.e., future changes in the market environment) is
known, active management with a higher degree of freedom becomes possible. However,
because there are certain limitations in calculating future regimes using only traditional
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financial time-series data, we construct an investment strategy based on a combination of
alternative data that has attracted attention in recent years in addition to multi-asset financial
time series data.

1.2 Hypothesis

Considering Section 1.1, the following hypotheses are developed to calculate the point of
change in future regimes:

* Multi-asset portfolios can ensure high returns while hedging risk by switching strate-
gies in response to points of change in the polarity index.

1.3 Contributions

The investment strategy using the financial text proposed in this study is expected to gen-
erate better performance than the comparative strategy. This is done by generating polarity
indexes from the financial text using natural language processing techniques, identifying the
precedence of the generated polarity indexes using statistical causal inference, calculating
the regime change points of the polarity indexes using change point detection techniques,
and rebalancing the portfolio using multiple mathematical optimization models according
to the change points. The contributions of this study is as follows.

* We demonstrate that the estimation of regime change points using financial text is ef-
fective in active management and propose a highly expressive asset allocation frame-
work for multi-asset class.

2 Related Works

2.1 Asset allocation using machine learning

Studies in this area include the following: a two-stage deep learning model for a forecast-
based exchange-traded fund (ETF) portfolio management method [6], a portfolio manage-
ment method that considers the long-term dependence of time-series variation using mean-
variance models and LSTM [7], and a model for portfolio optimization by optimizing XG-
Boost with the improved firefly algorithm (IFA) [8]. There is also a method of designing
portfolios based on information on the predicted distribution by constructing a network that
predicts the distribution of the residual term of returns [1], an evolutionary computational
model that mimics the role of a trader called the trader-company method [2]. The nov-
elty of this study differs from the above studies in that it uses natural language processing
techniques in the framework of asset allocation.

2.2 Creation of economic index using text mining

Studies in this area include EcoRevs and a new architecture using long short-term mem-
ory (LSTM) [9], along with a study of polarity index creation using newspaper articles,
economic trend surveys, and bi-directional LSTM [10]. In addition, research has been
conducted on the creation of economic indexes using rate information from analyst re-
ports [4,11-13]. The novelty of this study is that the masked language model (MLM) score
was used to create a polarity index and index the tone of financial texts.
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2.3 Causal inference and its applications

Causal structure learning algorithms can be classified into three clusters. The first includes
constraint-based approaches that use conditional independence tests to establish the exis-
tence of an edge between two nodes [14,15]. The second includes a score-based method that
uses several search procedures to optimize a particular score function [16—18]. The third
includes structural causal models that represent variables at specific nodes as a function of
their parents [19-23]. The following are example applications of statistical inference in the
financial field. Studies have been conducted on the construction of networks that link causal
relationships regarding the performance among firms, also known as causal chains [24,25].
This study is novel in that it uses a vector autoregression linear non-gaussian acyclic model
(VAR-LINGAM) to empirically analyze the lead-lag relationship between stock portfolios
and polarity indicators created from financial texts.

2.4 Time series change point detection and its applications

In time-series data, temporal non-independence must be explicitly addressed because of
the existence of temporal correlations among the data. For example, several studies have
applied change-point detection algorithms to financial time-series analyses [26—28]. This
study is novel in that it uses a binary segmentation search, a highly expressive change-point
detection algorithm, to estimate economic regimes.

3 Method

This section provides an overview of the MA-SSAAM proposed in this study. Studies on
which this framework is based have been presented in [5]. We extend this study to the case
of multi-asset portfolio optimization. The following is an overview of the MA-SSAAM.

Step 1: Extracting historical data Step 5: Portfolio optimization

RISK PARITY PORTFOLIO

Step 4: Change point detection

Extracting data.
Calculate the PLLand
Slog plot the time series.

Adjust the weighting of the subject asset
according to the results of the causal inference.

(A58 567: wken pLL

Figure 1: Framework of the proposed method

The architecture used in this study is shown in Figure 1.

3.1 Extracting historical data

Obtain historical time series data from data sources daily. Historical time-series data were
obtained from the data sources. Details of the data sources to be used are described below;
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however, for the allocation of multi-class assets in this study, multiple financial instrument
data were used. Data sources were unified.

3.2 Creating polarity index

Score financial news titles using MLLM scoring. In addition, quartiles are calculated from
the same data, and a three-value classification of positive, negative, and neutral is performed
according to the quartile range. The calculated values are aggregated daily. In this study,
we used pseudo-log-likelihood scores (PLLs) to create polarity indexes. PLLs are proba-
bilistic language models that correspond to MLMs proposed by [29]. Because MLMs are
pretrained by predicting words in both directions, they cannot be handled by conventional
probabilistic language models. However, PLLs can determine the naturalness of sentences
at a high level because they are represented by the sum of the log-likelihoods of the con-
ditional probabilities when each word is masked and predicted. Token y; is replaced by
[MASK], and the past and present tokens ¥\, = (vi,v2,..., l;fm) are predicted. W refers to
sentences, ¢ represents time, ® is the model parameter, and Py m(-) denotes the probability
of each sentence token. The BERT [30] was used for MLM.

[¥|
PLL(Y) := ) log, Aum(vi ¥\ ©) (1)

t=1

For preprocessing, [31] was used to remove the stop words. For lines with the same
sentences, one sentence was deleted. The financial news text with PLLs was scored one
sentence at a time after pre-processing. The scores were summed daily for data scored
one sentence at a time. Quartile ranges were calculated for the summed scores. Table 1
illustrates the polarity classification method.

Table 1: Polarity Classification Method

Classification Method Sentiment Score
3rd quartile > PLLs 1 (positive)
Ist quartile < PLLs < 3rd quartile 0 (neutral)
Ist quartile < PLLs -1 (negative)

If the polarity index created here is used with the financial time-series data in the next
step, it should be aligned with the date of the financial time-series data. If there was a
missing date on the polarity index side, the polarity index was filled with the median value.

3.3 Demonstration of leading effects

We use statistical causal inference to demonstrate whether financial news has leading effects
on a stock portfolio using the polarity index created. The VAR-LiNGAM algorithm is used.
In this study, we used VAR-LiINGAM to demonstrate the precedence. VAR-LINGAM is
a statistical causal inference model proposed by [32]. The causal graph inferred by VAR-
LiNGAM is as follows:

T
x(t) =Y Bex(r—17)+e(r) )
7=0
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Algorithm 1 Window Sliding Segmentation

Input: signal y = {y,}._, (1 <t < T), cost function c(-), half window width wy, peak search
procedure PKSearch.
Initialize: Z < [0,0,...] a T-long array filled with 0.
1: fort=wy,....,T —w;, do
22 p(t—wp).t
3 g<t.(t+wy)
4 (t—wp)..(t+wp)
50 Z[t] <= c(yp) +c(vq)
6: end for
L < PKSearch (2)
Output: set L of estimated breakpoint indexes.

where x(t) = (x1(¢),...,x,(t)) " is the vector of the variables at time # and 7 is the time
delay. T denotes the transposition, n denotes the number of coefficients, and 7" represents
the maturity date. In addition, B is a coefficient matrix that represents the causal relation-
ship between the variables X(t — T) = (x1(t — T),....x,(t — 7)) ". e(t) = (e1(t),...,en(t)) "
denotes a disturbance term. VAR-LiINGAM was implemented using the following proce-
dure:

* First, a vector auto-regressive (VAR) model was applied to the causal relationships
among variables from lag time to the current time.

» Second, for the causal relationships among variables at the current time, LINGAM
inference was performed using the residuals of the VAR model above.

This study confirms whether financial news precedes stock portfolios.

3.4 Change point detection

Verify that the polarity index has leading effects. Calculate the regime change point of the
polarity index using the change point detection algorithm. The window sliding segmenta-
tion algorithm is used here. Window sliding segmentation [33, 34] is a fast approximation
algorithm for computing the discrepancy between two adjacent windows that slide along
the signal y. The entire algorithm is described in Algorithm 1. The notation of the algo-
rithm is as follows [35]. Window sliding segmentation measures the discrepancy between
the most recent past (left window) and most recent future (right window). Once the discrep-
ancy curve is computed, a peak search is performed to determine the change-point index.
The complete algorithm for window-sliding segmentation is presented in this section. Z
is the score list, and PKSearch (Z) is the peak search procedure. The main benefits of
window-sliding segmentation are its low complexity and ease of implementation.

3.5 Optimization algorithm

Portfolio optimization is performed based on the change points created. A constrained risk
parity approach is used for portfolio optimization. Risk-parity portfolios have attractive
characteristics that make them an appropriate choice for investors who wish to diversify
their investments. Instead of allocating capital evenly across all assets in the investment
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universe, risk parity portfolios allocate total risk evenly across assets. In this study, we
minimized the logarithmic barrier function proposed in [36]. The optimization problem is
formulated as follows:

n
min f(w) =w' Zw—Y Inw; 3)
w>0 i=1

The domain of the objective function f for this problem is the interior of the nonnegative
orthant R = {x € R" : x > 0}. This optimization problem is sometimes referred to as
the logarithmic penalty formulation because the term — Y ; Inw; is the logarithmic barrier
function. Assume 7 is the investment-risk assets. Let w; denote the ratio of asset i to the total
invested assets, and define the portfolio as an n-dimensional vector w = (w1, wy,...,w,). The
symbol T denotes the transposition. The standard deviation of the rate of return on asset
i is 0;, the correlation coefficient between the rates of return on asset i and asset j is p;;,
and the covariance matrix of the rates of return on all assets is as follows: Covariance o;;
of assets i and j is given by 0;; = 0;0;p;;(i # j).

011 O12 -+ Oip
021 O O2p

=1 . ) ) 4
Onl Op2 °+ Opp

The optimization conditions for the optimization problem are as follows.

Vix)=2Zw—w =0 &)

wl = (w%’ w%’ ey Wi) denotes the vector of reciprocals of vector w.
Conversely, the relative risk contribution (RRC) of an asset is defined as the ratio of the

risk contribution of that asset to the overall portfolio risk. This is given as follows:

wi(Zw);

—_— 6
wiZw ©)

Note that we can write each element of the optimality condition in an equivalent form
as follows:

RRC; =

1 1.
2(Zw)i—;i:0<:)w,-(2w),-:§,z:1,...,n @)
If these conditions hold, we obtain the following:
(Zw);  1/2 1
RRC,‘:M—L—* (8)

wiZw  n/2 n

We showed that the optimality conditions for the optimization problem are equivalent
to the risk parity conditions given above.

This study attempts to integrate sentiment signals and causal information into risk-parity
portfolios. The causal information calculated by VAR-LINGAM is reflected in the risk
parity portfolio. The relationship between sentiment signals and causal information is il-
lustrated in Figure 2. In this study, the region flanked by the signals is referred to as the
regime.

Based on the sign of the overall effect in the VAR-LiINGAM, the weights of the subject
assets in the risk parity portfolio are adjusted based on the sign of the overall effect of
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No.  From To  Total Effect No.  From To  Total Effect No.  From To  Total Effect

1 Pi(t1) HDalt) (+) 1 PI{t-1) HDa() (+) 1 Pl{t-1) HDalt) (+)

2 PIt-)  HDAM (=} 2 PI{t-1) HDB() (+) 2 PI{t-1) HDE() (+)

3 PIt1) HOy(O) (+) 3 PI(1 HDy(@® {67, 3 PI{t-1) HDy() (+)

4 PIt1) HDGIO (=) 4 PI(-1) HDOG®  (-) 4 PI{t-1) HD&W (=}

5 P HDe®  (-) 5 PID HDe® (<) 5P HDE®) (=)
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Figure 2: Relationship between sentiment signals and causal information

VAR-LiINGAM. In this study, we refer to this as a sentiment regime strategy. This can be
categorized as follows: n denotes the number of assets. Additionally, n is represented by
n=I[+m.

* Sentiment regime strategy 1: The algorithm from the start until reaching signal 1 is
a risk parity portfolio with no weighting adjustment. In this case, the weight vector
isw=(wp,wa,...,wp).

Sentiment regime strategy 2: In regimes where the economy is improving, that is,
regimes where the polarity indicator has a high percentage of values of 1, a two-
stage weighting adjustment is performed. In this case, a risk parity portfolio is first
created using vector w = (wy,wy,...,w;), and then an additional weight vector widi =
(w‘fdj s i ) is adjusted to the target asset based on the results of causal inference.
In this case, all components of @/ should have the same ratio.

Sentiment regime strategy 3: In regimes and cases where the economy is down-
wards, i.e., where the polarity indicator has a high percentage of 0 values, the con-
straint is removed and the portfolio is a normal risk parity portfolio. In this case, the
weight vector is w = (w1, wa, ..., wp).

The portfolio optimization method in this study is a combination of the sentiment
regime strategy and regular periodic rebalancing.
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Type Name Details

CNN CNN News Headlines
News HFN  Historical Financial News Titles
ONI Onion Article Titles
SPY  SPDR S&P 500 ETF
QQQ PowerShares QQQ ETF
ETF GLD SPDR Gold Shares
EMB iShares JP Morgan USD Em Mkts Bd ETF
AGG iShares Core US Aggregate Bond ETF

Table 2: Data overview

4 Experiments & Results

4.1 Preparation for back-testing

The polarity index is presented in Section 3.2. Financial news data were preprocessed be-
fore creating the polarity index. Both financial news and ETF data are in daily units; how-
ever, to match the period, if there are blanks in either, lines containing blanks are dropped.
Once the polarity index is created in Section 3.2, the next step is to create a stock portfo-
lio by adding the ETFs’ adjusted closing prices. Next, we use VAR-LiNGAM in Section
3.3 to perform causal inference. Python library ruptures [35] were used. The results for
VAR-LiINGAM show that the polarity index has a leading edge in the equity portfolio. The
LiNGAM Python library [32] was used. Python libraries vectorbt [37], Riskfolio-Lib [38],
PyPortfolioOpt [39], and FinRL [40] were used for back testing.

4.2 Dataset description

In this study, we calculate the signal for portfolio rebalancing and tactical asset allocation
to actively go for an alpha based on the assumption that financial news has precedence over
the portfolio. Two types of data were used. The period for these data was from January
2017 to December 2019.

» News: We used the daily historical financial news archive provided by Kaggle!, a
data analysis platform.

» ETF: We used the daily ETF data provided by Yahoo! Finance?. Additional histori-
cal data was used when conducting back testing (Section 4.1).

A summary of the data used in this study is shown in Table 2.

4.3 Scenarios for back-testing

The assumptions made for each algorithm are as follows. This condition set has been con-
firmed to be valid to a certain degree in [5].

* Regular rebalancing is timed every 30 days.

Thttps://www.kaggle.com/
Zhttps://finance.yahoo.com/
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* MA-SSAAM is a strategy that combines periodic rebalancing and sentiment regimes.
The start of the sentiment regime strategy is to align with the breaking point of the
regular balance.

+ The number of change points 3 for change point detection (Section 3.4) was set at 3.
The main algorithms proposed in this study are as follows:

* MA-SSAAM: This is the proposed method in this study (Section 3) and is based
on [5]. In this study, several results with different parameters are described.

The benchmarks are as follows:

* BM (RPP): This optimization is the RPP [36]. This is a benchmark model that
removes the effects of causal inference in Section 3.3 and change point detection in
Section 3.4 from MA-SSAAM.

* BM (RPP+MYV): This optimization is a combination of RPP [36] and mean-variance
model (MV) [41]. If the signal calculated by Section 3 is in a downtrend, RPP is
used; if it is in an uptrend, the mean-variance model is used. This benchmark model
removes the effects of causal inference in Section 3.3 from MA-SSAAM.

Portfolio theory-based methods are as follows:

* MYV: This optimization is based on a mean-variance model [41]. The model considers
only the mean and variance of the portfolio’s rate of return.

* CVaR: This optimization is based on a conditional value at risk (CVaR) [42]. CVaR
represents the average loss of a portfolio within a probability level; minimizing CVaR
is an investment technique that minimizes the expected loss.

* EVaR: This optimization is based on an entropic value at risk (EVaR) [43]. EVaR is
a risk indicator that represents the upper limit of VaR and CVaR.

* CDaR: This optimization is based on a conditional drawdown at risk (CDaR) [44].
CDaR is a drawdown-based risk measure. Its optimization framework is similar to
CVaR optimization.

The reinforcement-based methods are as follows:

* DDPG: This optimization [40] is based on a deep deterministic policy gradient (DDPG).
DDPG [45] is a model-free deep reinforcement learning algorithm. It obtains higher
reward amounts with fewer trials in complex tasks where the action space is highly
dimensional.

* A2C: This optimization [40] is based on an advantage actor-critic (A2C). A2C [46]
is a distributed deep reinforcement learning based on actor-critic. A2C employs syn-
chronous processing, which keeps the GPU load low.

3This is a pre-set parameter in ruptures. Note that this does not necessarily mean that the set number of
changes will be detected, and in some cases, fewer change points may be detected.

Copyright © by IIAL. Unauthorized reproduction of this article is prohibited.



R. Taguchi, H. Sakaji, K. Izumi, Y. Murayama

* PPO: This optimization [40] is based on a proximal policy optimization (PPO).
PPO [47] is a simplified algorithm with clipped surrogate objective and adaptive KL
penalty.

* SAC: This optimization [40] is based on a soft actor-critic (SAC). SAC [48-50] is
a method that adds a policy entropy term to the conventional objective function to
allow for more diverse search.

4.4 Evaluation for back-testing

The evaluation indicators are defined as follows:

e TR: Total Return (TR) refers to the total return earned from an investment in an
investment product within a given period. It is defined as follows, where P, is the
price at the start, Pg,y is the price at the end, and D is dividends received during the

period.

Psrt — P D
TR — Start End + (9)

PStart

* AR: Annualized Return (AR) is the rate of return on an investment generated during
the year. It is defined as follows, where 7 is the days during the period.

252

AR= (TR+1)7 —1 (10)

* AV: Annualized Volatility (AV) represents the rate of price volatility of financial as-
sets generated during the year. It is defined as follows, where N is the number of
elements, R; is the i th return, and R is the average return.

AV = /252 x 1D

* MDD: Maximum Drawdown (MDD) refers to the rate of decline from the maximum
asset. It is defined as follows. Here, Vp,. is the peak value before the largest drop,
and Vi,yes 1 the lowest value before the largest drop.

MDD — VPeak - VLowest ( 12)

VPeak

* SR: Sharpe Ratio (SR) is an indicator that measures whether the investment has made
a return commensurate with the risk taken. It is defined as follows, where Ry is the
risk free rate. The risk-free rate is assumed to be O for this study.

_ AR-R;

R
S AV

13)

* CR: Calmar Ratio (CR) is an indicator of whether higher returns are associated with
higher risk. Here, Ry is the risk free rate. The risk-free rate is assumed to be 0 for
this study.

_ AR—Ry

R MDD

(14)
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* TE: Tracking Error (TE) represents the difference between the portfolio return and
benchmark return. It is defined as follows, where function Var(-) represents the vari-
ance, R, is the portfolio return, and R, is the benchmark return.

TE = V252 x \/Var(R, — Ry) (15)

* IR: Information Ratio (IR) represents how much more return is earned in relation
to the risk considered in the tracking error. It is defined as follows. Here, N is the
number of elements, R, is the portfolio return, and R, is the benchmark return.

_R,—Ry

IR
TE

(16)

4.5 Results of Back-testing

In this study, the following metrics were employed to assess portfolio performance.
The time-series plot of total returns at the end of each month is shown in Figure 3.

0.30
MA-SSAAM#1
MA-SSAAME2
025 MA-SSAAME3
MA-SSAAMES
MA-SSAAMES
0.20 MA-SSAAMEG
E BM(RPP}
2 BM{RPP+MV
2 n1s W( !
r_g CvaR
F 010 BvaR
CDaR
DOPG |
0.05 AaC A%
PPO W
SAC
0.00 -

2017-01 2017-05 2017-09 2018-01 2018-05 2018-09 2019-01 2019-05 2019-09 2020-01
Date

Figure 3: Total return

The results of the back-testing are presented in Table 3 *

Figure 4 illustrates the operational efficiency of the benchmark, Figure 4a shows the
tracking error against BM (RPP), Figure 4b shows the tracking error against BM (RPP),
Figure 4c shows the information ratio against BM (RPP+MV), and Figure 4d shows the
information ratio against BM (RPP+MV).

5 Discussion

The overall trend in the proposed method in Table 3 is well-balanced, with high values
for AR, SR, and CR. In particular, the value of CR is high, indicating that this is a stable
operational strategy. In addition, MA-SSAAM #1 and #3, which are methods using CNN,
have particularly stable AR and CR. This indicates that the performance of this method can
be enhanced using more formal text sources.

4Reinforcement learning used additional ETF data from January 2008 through December 2016 as training
data.
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Type Name Parameter AR [%] AV [%] MDD [%] SR CR
MA-SSAAM #1 news = cnn, adj-weight = 0.3 9.97 6.65 5.52 1.50 1.81

MA-SSAAM #2 news = hfn, adj-weight = 0.3 7.90 4.87 4.90 1.62 1.61

Proposed MA-SSAAM #3 news = oni, adj-weight = 0.3 8.72 6.42 7.05 1.36 1.24
Method MA-SSAAM #4 news = cnn, adj-weight = 0.2 8.57 5.69 6.14 140 1.51
MA-SSAAM #5 news = hfn, adj-weight = 0.2 8.18 5.31 5.43 1.54 151

MA-SSAAM #6 news = oni, adj-weight = 0.2 8.54 5.94 6.60 1.44 129

Benchmark BM (RPP) weight_bounds = (0.01, 1) 8.56 5.03 6.24 1.70 1.37
Method BM (RPP+MYV) weight_bounds = (0.01, 1) 7.85 4.69 4.21 1.67 1.86
MV significance_level = 0.05 8.65 10.84 17.11 0.80 0.51

Portfolio CVaR significance_level = 0.05 5.59 9.59 17.13 0.58 0.33
Theory EVaR significance_level = 0.05 8.56 8.20 13.02 1.04 0.66
CDaR significance_level = 0.05 8.53 10.67 17.07 0.80 0.50

DDPG batch_size = 128, learning_rate = 0.001 8.53 6.35 11.16 134 0.76

Reinforcement A2C batch_size = 128, learning_rate = 0.0002 9.36 6.50 10.53 1.44 0.89
Learning PPO batch_size = 128, learning_rate = 0.001 9.24 6.67 10.58 1.39 0.87
SAC batch_size = 128, learning_rate = 0.0003 ~ 8.36 6.39 10.46 1.31 0.80
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The proposed method was compared with the benchmark methods. Comparing BM
(RPP) and MA-SSAAM, SR tends to be higher for BM (RPP), whereas AR tends to be rel-
atively higher for MA-SSAAM. BM (RPP) is a risk parity portfolio strategy often used for
the allocation of multi-class assets, but the CR values are relatively higher for MA-SSAAM.
Comparing BM (RPP+MV) and MA-SSAAM, MDD was lower in BM (RPP+MV). BM
(RPP+MV) can be interpreted as MA-SSAAM without the causal inference effect, but be-
cause the AR of MA-SSAAM outperforms that of the BM (RPP+MV), the causal infer-
ence effect has a return-enhancing effect. The comparison of BM (RPP) and MA-SSAAM
showed the same trend as BM (RPP+MV). Here, BM (RPP) can be interpreted as dropping
change-point detection and causal inference effects from MA-SSAAM. Conversely, com-
paring BM (RPP+MV) and BM (RPP), BM (RPP+MV) had a lower MDD and AR. This
result indicates that the introduction of change point detection has a risk-hedging effect
against a significant market, and does not differ from the hypothesis (Section 1.2).

The proposed method is compared with portfolio theory. Overall, the MA-SSAAM
metric outperforms portfolio theory; MDD is particularly higher for portfolio theory, mak-
ing it a relatively high-risk strategy for multi-class asset allocation. However, MA-SSAAM
and portfolio theory have similar results for AR. In addition, the CVaR’s AR is low and that
of MDD is high, making it comparatively inferior to other operational results. In particular,
MDD was almost three times larger than MA-SSAAM #1. This point should be considered
in the future as a secondary result of this study.

The proposed method was compared with other methods using reinforcement learning.
Overall, AR and MDD were higher for the reinforcement learning method. The method us-
ing reinforcement learning has a high risk and high return compared with MA-SSAAM. In
addition, the performance of the method using reinforcement learning may vary depending
on the amount of teacher data; therefore, it is necessary to search for best practices when
using this method in the future. The most important feature of MA-SSAAM is its abil-
ity to minimize MDD. However, there is room for further research on maximizing returns.
We believe that methods using reinforcement learning can compensate for this. In future
research, we intend to consider this and make the MA-SSAAM framework more robust.

Considering the tracking errors computed for the two benchmarks in Figure 4, MA-
SSAAM shows a similar trend in Figure 4a and 4b. This indicates that change-point de-
tection and causal inference do not significantly affect return divergence. However, the
information ratio of MA-SSAAM shows a different trend in Figures 4c and 4d. In Figure
4c, the MA-SSAAM information ratio is low, with some MA-SSAAM information ratios
being negative. In contrast, in Figure 4d, all MA-SSAAM information ratios are positive.
This indicates that the values improve when BM (RPP+MV) or change-point detection is
included, indicating that the efficiency of active operations is higher when the change-point
detection effect is included.

6 Conclusion & Future Work

In this study, we demonstrate the usefulness of financial texts for asset allocation with port-
folios comprising multiclass assets. This was accomplished using natural language process-
ing and change-point detection techniques to create polarity indicators that signal rebalanc-
ing. In the future, we intend to further enhance this framework in portfolio management,
including hedging strategies using virtual currencies and other highly volatile instruments,
real estate, options, and credit derivatives. We confirmed the effectiveness of this approach
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by examining available textual data, such as reports and financial statements published by
central banks.
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