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Abstract

In natural language processing, hypernym—hyponym relations are the core of the body of
knowledge and are useful for many downstream tasks, for example, technical trend analysis and
patent examination. However, it is very costly to manually maintain these relations between
terms. In this paper, we extract hypernym—hyponym relations from patent text data written in
Japanese, English, and Chinese, and automatically construct a multilingual thesaurus. The pro-
posed method consists of the following two steps. First, we use a generative adversarial network
(GAN) to identify the terms in a hypernym—hyponym relation. Then, ConvE and GraphSAGE
are combined to predict links on the graph of hypernym—hyponym relations constructed in the
previous step, and to predict missing edges that should be in a hypernym—hyponym relation. In
experiments conducted to demonstrate the effectiveness of the proposed method, it was found
that our method outperformed previous methods in both the identification of hypernym—
hyponym relations using GAN and link prediction using a combination of ConvE and
GraphSAGE. We constructed a classifier that can discriminate between hypernym—hyponym
relations using a trained Discriminator with GAN. In our experiments, we achieved a recall rate
0f 0.936 in English. And we propose a new method that can automatically complement missing
hypernym—hyponym relations. The proposed model achieved a score of 97.3 on the H@10
evaluation index with respect to the prediction of Chinese hypernym-hyponym relations.

Keywords: hypernym—hyponym relation, multilingual, generative adversarial network (GAN),

link prediction, information extraction, patent

1 Introduction

This paper proposes a method for automatically constructing a multilingual thesaurus by ex-
tracting hypernym—hyponym relations from patent text data written in Japanese, English, and
Chinese. A thesaurus including hypernym—hyponym relations of terms is useful in various situ-
ations, such as text mining and information retrieval. However, because it is very costly to
manually maintain such a thesaurus, an automatic construction of such a thesaurus is required.
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Methods for acquiring hypernym—hyponym relations using linguistic patterns have been ex-
plored. Hearst [1] extracted hypernym—hyponym relations from English newspaper articles us-
ing lexical syntactic patterns. As a first step in the construction of a multilingual thesaurus, we
also use multilingual linguistic patterns such as “A<°B72 £ ™MC” (C such as A and B) in Japa-
nese, D such as E, F” in English, and “GE45HANT” (G such as H and I) in Chinese. From these
patterns, we obtain term pairs that are candidates for hypernym—hyponym relations.

We construct a multilingual thesaurus for candidate hypernym—hyponym term pairs extracted
using the patterns in two steps: first, we use a generative adversarial network (GAN) [2] to build
a discriminator that identifies terms in a hypernym-hyponym relation; then, we apply link re-
duction techniques to the graph of hypernym—hyponym relations constructed in the first step to
predict missing edges that should normally be in the hypernym—hyponym relation.

Link prediction tasks predict missing relations between nodes and are key to automatically
understanding data in large graph structures. Although previous work on link prediction has
focused on large knowledge graphs [3, 4], there has been little work on predicting links of hy-
pernym—hyponym relations. In this study, we propose a method to predict missing hypernym—
hyponym relations. ConvE [5] is a convolutional neural network (CNN) model that has proven
to be very useful in a variety of prediction tasks. GraphSAGE [6] is one of the methods for
computing embeddings related to graph neural networks (GNNSs). It also provides an effective
approach for solving link prediction tasks. We combine ConvE and GraphSAGE to predict
missing hypernym-—hyponym relations. In the link prediction of hypernym—hyponym relations,
we transform each word into a node in a graph, and predict the existence of link edges between
nodes in the graph (Figure 1).
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Figure 1: Graph of Multilingual Hypernym-Hyponym Relations

We aim to increase consistency and accuracy across languages by using the multilingual
thesaurus constructed in this way. We also expect to discover new relations and knowledge from
technical documents and scientific literature.

The contributions of this paper are as follows.
® We proposed a method for automatically constructing a multilingual thesaurus by extract-

ing hypernym-hyponym relations from multilingual patents using a linguistic pattern-based
method.
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® We proposed a method for constructing a classifier for identifying hypernym-hyponym
relations using GAN. Our model removes inappropriate nodes from the constructed graph
of hypernym-hyponym relations.

® We proposed a method for automatic completion of missing hypernym-hyponym relations
by combining ConvE and GraphSAGE. The proposed model is used to perform link pre-
diction and automatically completes missing edges that should be in hypernym-hyponym
relations for each language.

The remainder of this paper is structured as follows. Section 2 reviews related
work. Section 3 presents the construction of a hypernym—hyponym relation classifier
using GANSs. Section 4 introduces our multilingual autocompletion method with
ConvE and GraphSAGE. Section 5 reports experimental settings and results. Section
6 concludes the paper and outlines future work.

2 Related Work

2.1 Extraction of Hypernym—Hyponym Relations

A typical method for extracting hypernym—hyponym relations is to use linguistic expressions.
Nanba et al. [7] automatically constructed a Japanese—English thesaurus by extracting candidate
terms of hypernym—hyponym relations from patents written in Japanese and English, and then
by aligning the Japanese and English terms using statistical machine translation technology.
Whereas their method excluded all terms that cannot be matched by statistical translation, in this
study, we use GAN to keep correct hypernym—hyponym relations in the multilingual thesaurus,
even though they cannot be matched by translation. Furthermore, we expect to construct a more
comprehensive multilingual thesaurus by using a link prediction model to detect hypernym—
hyponym relations that have not been extracted by the linguistic pattern method.

Other studies of multilingual hypernym—hyponym relation detection have focused primarily
on detecting hypernym—hyponym relations in high-resource languages such as English. Yu et al.
[8] addressed the task of detecting low-resource hypernym-hyponym words. To solve the
problem of lack of resources, we propose a method to apply meta-learning. Yu et al. compared
three collaborative training paradigm methods: “cross-language training,” “multilingual train-
ing,” and “meta-learning.” Experimental results showed that the meta-learning method was
superior to the other methods. Meta-learning significantly improves the performance of lan-
guages with very few resources by preventing overfitting of small datasets.

Upadhyay et al. [9] proposed BISPARSE-DEP, an unsupervised approach for cross-language
hypernym-hyponym relation detection. Bilingual embedding and an unsupervised entailment
scorer were used to detect hypernym—hyponym relations. The difference between the present
study and previous work is that the missing relations of each language are automatically com-
plemented using a link prediction model based on a single graph of multilingual hypernym—
hyponym relations extracted using linguistic patterns. For example, assume that “small dog —
dog” and “small dog — animal” exist as hypernym-hyponym relations.

2.2 Construction of a Hypernym—Hyponym Relation Classifier Using GAN

Traditional research using GANS is aimed at data augmentation, thereby generating more real
images and sentences. Kober et al. [10] proposed a method to augment data using GANs to
detect hypernym—hyponym relations. Here, we examine data augmentation methods that utilize
existing training data to generate new training examples. By combining the linguistic principles
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of transitivity of hypernym-hyponym relations and cross-modifier-noun constructions, hyper-
nym-—hyponym relations can be assumed. If “animal” is a hypernym relation of “dog” and “dog”
is a hypernym relation of “small dog,” “animal” is added to the hypernym relation of “small
dog.” To find appropriate candidates for words, nouns must be combined with modifiers. Ex-
perimental results show that the proposed data augmentation and dataset extension methods can
be used to significantly improve classifier performance. Using discriminator as a classifier,
Chavdarova and Fleuret [11] proposed a semi-supervised GAN called SGAN to perform mul-
ticlass classification tasks. The present study differs in that the variance representation of the
hypernym—hyponym words is input to the GAN, and the learned discriminator is used as a
classifier to identify the hypernym-hyponym relations.

2.3 Link Prediction

In recent years, deep learning has excelled in a number of natural language processing tasks. The
reason for this is the evolution of models and algorithms related to neural networks, and there
have been many studies on neural link prediction models. Bordes et al. [12] proposed TransE, a
translating embeddings model that uses deep learning to embed knowledge graphs into a
low-dimensional space. Yang et al. [13] proposed the algorithm DistMult (bilinear diagonal),
which restricts the relation matrix to a diagonal matrix. DistMult shows that State-of-the-ART
(SOTA) is achieved using a simple bilinear diagonal. Trouillon et al. [14] proposed the ComplEx
(extension of the complex space) model using complex embeddings to handle a variety of binary
relations, including symmetric and antisymmetric relations.

GNNs have been extensively studied since 2016. The main downstream tasks handled by
GNN:s include link prediction, graph classification, and node classification. For application to
graph-structured data, Kipf and Welling [15] proposed a graph convolutional network (GCN)
model that can extend CNN input to graph structures. They also proposed an extensible super-
vised learning approach based on CNNs that can operate directly on the graph. However, GCNs
ignore the relations between nodes without considering their relation to each other. To address
the problems of GCN, Schlichtkrull et al. [16] introduced the relational graph convolutional
network (R-GCN) model to address the effects of different edge relations in the graph structure
on nodes. Jiang et al. [17] proposed a link prediction model, ConvR, which builds a convolution
filter from the relational representation and applies this filter to the entire entity representation to
generate convolution features. In our work, we combine a link prediction model with a graph
embedding method to address multilingual autocompletion tasks.

3 Construction of a Hypernym-Hyponym Relation Classifier
Using GANs

In this study, we propose a method for constructing a classifier for filtering the extracted candi-
date hypernym-hyponym relations. We create a dataset of WordNet-mapped hypernym—
hyponym relations extracted from patents and build a classifier that determines the hypernym—
hyponym relations using GANs. We then use a classifier to remove inappropriate nodes from the
graph of hypernym-hyponym relations. Figure 2 summarizes the architecture of the construction
of hypernym-level classifiers with GANs. GANs consist of two elements, namely a generator
and a discriminator. The role of the generator is to generate spurious data from a random distri-
bution; the discriminator identifies whether data is real or fake. In this study, the discriminator is
populated with word embeddings generated from DeepWalk, which is a graph embedding
method proposed by Perozzi et al. [18]. We convert the hypernym—hyponym terms to nodes in
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the graph and vectorize them in DeepWalk. The 200 dimensions of each word are combined to
generate embeddings of the hypernym and hyponym pairs of 400 dimensions. We then generate
fake data from the Gaussian noise Z given by the generator and train the generator and the dis-
criminator to compete with each other. Finally, we use the learned discriminator as a classifier to
classify if it is a hypernym—hyponym relation. GAN aims to optimize the value function (value
function) using the following equation:

mGinmng(D, G) = Exep 0108 D(X)] + Ezep, () [log(l - D(G(z)))]

where G is a mapping from z to x, and D is a sigmoid function that inputs the teacher data x to
Discriminator and returns the probability p. G(z) represents the fake data generated from the
input noise z to the Generator, and E represents the expected value.

We train a multilingual dataset mapped to a GAN, then input candidate hypernym—hyponym
relation pairs into a trained classifier for classification.

Z Generated Test data 1

(noise) Generator data \
Trained

Discriminator Discriminator

(classifier)
Real /

data

Classification
result

Figure 2: Construction of Hypernym-level Classifiers with GANs

4 Autocompletion of Multilingual Hypernum—Hyponum Rela-

tions

In this study, we propose a multilingual hypernym—hyponym relation autocompletion method
that combines ConvE and GraphSAGE. Although the CNN model ConvE for the link prediction
task can be used for monolingual link prediction tasks, it is not easy to use for multilingual da-
tasets. To solve this problem, in this study, we introduce GraphSAGE, which is one of the graph
embedding methods in GNNs. GraphSAGE in a graph aggregates embeddings of neighboring
nodes and calculates and updates embeddings of its own nodes. ConvE uses random initializa-
tion values as embedding of the node. We use DeepWalk to process distributed representations of
words. The embedding of each node is obtained by DeepWalk. The acquired embedding is used
as the initialization feature of the node. Each node is a 200-dimensional vector of features. We
validate the proposed method using the WN18 hypernym—hyponym relation dataset. ConvE
computes the scoring function using the following equation.

wr(esr eo) = f(vec(f([e_s' 7] * w))W)eo
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The input triples to the model are represented by (s, r, 0). The embedding of two entities s and o is
represented by e;and e,. ® is the convolution kernel, W represents a matrix, and f represents a
nonlinear function. The ReLU function is used to transform the activation. * represents the
convolution computation. & and 7;. represent vector representations that reshape entity s and
relation r into 2D shapes, respectively.

Figure 3 shows the construction of a multilingual hypernym-hyponym complementation
system based on a link prediction model. GraphSAGE needs to specify the range by the sample
size S of the neighborhood and the depth K from the node. We set K=1 and S=5. We convert the
input triple (s, 1, 0) into the form (hypernym, hypernym-hyponym relation, hyponym) and use
the hypernym—hyponym relations as nodes in the graph. Additionally, we collect information
from the source node’s neighbors by GraphSAGE. Finally, we use the ConvE model to predict
the missing relation between source node 1 and target node 7. When predicting the missing re-
lation, the system not only predicts the relation from the source node to the target node, but also
considers the target node’s neighbors. If there is a corresponding relation between a source node
1 neighbor node and a source node 7 neighbor node, it is likely to be determined to be a superi-
or-hyponym relation. In the experiments described in the next section, we remove the hyper-
nym-hyponym relation from each language and predict the missing relation from the other
languages.

° o .................. ComvE ) . @

e Source Missing Target °

Figure 3: Prediction of Multilingual Hypernym—Hyponym Links Using the Proposed Method

S Experiment

5.1 Extraction of Hypernym—Hyponym Relations

Experimental Data
The data for Japanese patents was obtained from the Japan Patent Office
(https://www.publication.jpo.go.jp/), Chinese patents from J-Platpat

(https://www.j-platpat.inpit.go.jp/c1000), and US patents from USPTO Bulk Data Storage
(https://bulkdata.uspto.gov/). The candidate hypernym—hyponym relations with a frequency of 3
or more were extracted from 1,148,250,436 sentences included in Chinese patent specifications,
1,244,905,476 sentences included in Japanese patent specifications, and 1,560,706,140 sen-
tences included in English patent specifications. Table I shows the details of the data.
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Table 1: Results of Hypernym-Hyponym Relations Extracted from Japanese, English, and
Chinese Patents

Patent data | Year of release Hypermnym-hyponym
terminology
Japanese 1993-2018 2,908,574
English 1993-2018 4,506,946
Chinese 2018, 2020, 2021 1,080,357
Experimental Methods

The target terms are only nouns (NOUN) and proper nouns (PROPN), using the part-of-speech
analysis of the Python library spaCy. We used the linguistic patterns of each language to extract
candidate hypernym—hyponym relations from the target sentences.

Experimental Results

The results of the experiment are shown in Table I. We extracted a total of 8,495,877 top sub-
patents from Japanese, US, and Chinese patents using the standardized expressions in each
language.

Discussion

A common cause of terms being incorrectly extracted in each language is the inclusion of extra
words in the extracted hypernym terms. For example, as shown in Table 2, for the sentence
“various additives such as antioxidants,” extra words such as “various” were extracted. For these
issues, we consider it necessary to use multiple parameters and extract only matched term pairs.

Table 2: Example of a Hypernym-Hyponym Term Pair for which Extra Words were Mis-

takenly Extracted
Language Text Hypernym Hyponym
English [understory plants] such as [a understory plants a shrub
shrub]
Japanese | [M&ALPJIEAN] e & D[FTRT RN FRALB5 1Al
A (various additives) | (antioxidants)
([antioxidants] 7¢ £ MD[various
additives])
English | [prkem LG EE 7] P ER bl T
([above-mentioned motor]clfF | (above-mentioned) (a rotor)
[a rotor])

Another problem is that the extracted terms are inadequate. Examples of insufficiently ex-
tracted superordinate term pairs are shown in Table 3. For example, in the sentence “light source
such as metal halide lamp,” a hypernym “source” and a hyponym “metal halide lamp” were
extracted. To solve such a problem, it is necessary to introduce a terminology dictionary such as a
Japanese-English patent terminology glossary.
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Table 3: Example of Hypernym-Hyponym Term Pairs where Only Part of the Term is Ex-

tracted
Language Text Hypernym Hyponym
English | [light source] such as [metal halide lamp] source metal halide lamp
Japanese [ABS ifif]72 & D[R] g HiE
([ABS resin]7¢ & D[resin]) (resin) (resin)
Chinese [FEHI B T 7 5] B s
([console]alF5[display]) (console) (display)

5.2 Construction of the Hypernym—Hyponym Relational Discriminator with
GAN

Experimental Data

We use the data of 3,794 multilingual hypernym and lower-level relations extracted from Japa-
nese, English, and Chinese patents that have been mapped to the Multilingual WordNet. We split
the training and evaluation data at a ratio of 70% to 30%. The data is divided into 2,656 training
data and 1,138 evaluation data for each language.

Experimental Methods
GAN is implemented by an all-associative neural network using PyTorch. We use Precision,
Recall, and F-measure as evaluation indices. The threshold is set at 0.5.

Comparative Method
We built our binary classifier using only the discriminator, without using the GAN framework.
We also constructed a binary classifier based on logistic regression.

Experimental Results

The classification results of the proposed method and the results classified by the comparison
method are shown in Table 4. Experimental results confirmed the effectiveness of the proposed
method, producing higher accuracy, repeatability, and F-measure than the comparative method.

Table 4: Identification Results of Hypernym-Hyponym Relations for each Language in the
Multilingual Dataset

Method Evaluation | Japanese | Chinese | English
Measures
Precision | 0.841 0.864 0.873
Logistic Regression | Recall 0.524 0.644 0.645

F-measure | 0.645 0.738 0.742
Precision | 0.841 0.840 0.861
CNN (Discriminator) | Recall 0.469 0.529 0.584
F-measure | 0.602 0.649 0.696
Precision | 0.866 0.872 0.875
Recall 0.875 0.917 0.936
F-measure | 0.871 0.894 0.905

GAN (Generator +
Discriminator)
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Figures 4, 5, and 6 show the loss functions of the generator and the discriminator of the GAN
when learned in Japanese, Chinese, and English, respectively. There is a similar trend in loss
when learning in these three languages. Although the process of training GANs proceeds with
oscillating loss, we confirm that the learning process is unstable. It can be seen that the loss of the
discriminator is suppressed while the loss of the generator is increased.
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Figure 4: Loss Functions When Learned in Japanese

Loss

4.0 { — Discriminator l
—— Generator

3.5 4
3.0 A
2.5
2.0 A
151

1.0 1

0.5

Epoch

Figure 5: Loss Functions When Learned in Chinese
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Figure 6: Loss Functions When Learned in English
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Discussion

The reason for the lower accuracy, recall, and F-values obtained for Japanese than for English
and Chinese can be attributed to the larger number of terms included in the constructed Japanese
term list than for the other languages.

5.3 Construction of a Multilingual Autocompletion System

Experimental Data

In the comparison experiment shown in Table 111, we used 74,442 data from the WN18 dataset (a
total of 18 relations) with only hypernym-hyponym relations.

In the experiment shown in Table IV, we used 6,231 Japanese, English, and Chinese patent
terms, which are also present in WordNet, in terms of hypernym-hyponym relations. There are
three types of relations between terms (is a hypernym, is not a hypernym, alignment). We split
the dataset per language into 46,109 data for training, 9,970 for validation, and 9,242 for evalu-
ation.

Experimental Methods

We build the ConvE model in PyTorch Geometric and implement GraphSAGE. We use Mean
Reciprocal Rank (MRR), HITS@1, HITS@3 and HITS@10(H@1, H@3, and H@10) for our
evaluation indices. The following formulas are used to calculate each rating scale. |S| represents
the number of combinations of triples: two entities and one relationship. rank i represents the
predicted link ranking of the }:gtlh triple.

MRR—12:1—11+1++1
_|5|i=1 rank; |S|\rank; rank, rank g

S
1
HITS @n = mz I( rank ; < n)
i=1

Comparative Method
We use ConvE as proposed by Dettmers et al. [5] and ConvR as proposed by Jiang et al. [17] as
our comparison method.

Experimental Results

Table 5 shows the results of the prediction of the hypernym—hyponym relations using Con-
vE+GraphSAGE—the method proposed in this study—and the results of the prediction by the
comparative method. The experimental results show that the proposed method is superior in the
H@1, H@10, and MRR evaluation indices, confirming the effectiveness of the proposed
method. The results of the autocompletion experiment are shown in Table 6, and show that
English outperformed the other languages in the H@1 and MRR metrics. Chinese outperformed
the other languages in the H@?3 and H@ 10 evaluation indicators.

Table 5: H@K and MRR Results of Predicting Hypernym-Hyponym Relations in the WN18
Hypernym-Hyponym Relation Dataset

Method H@1 | H@3 [ H@10 | MRR
ConvR 429 493 [554 [475
ConvE 447 814 [90.1 [64.0
ConvE+GraphSAGE | 52.3 [ 80.1 [90.2 | 67.1
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Table 6: H@K and MRR Results for each Language When Predicting Hypernym-Hyponym
Relations Using the Multilingual Dataset

Method Evaluation | Japanese | Chinese | English
measure
H@1 29.4 25.2 35.0
H@3 62.3 71.4 65.5
ConvE +GraphSAGE - /a0 920 973 | 90.4
MRR 49.4 50.1 53.3
Discussion

The reason for the lower MRRs obtained in Japanese than in English and Chinese is likely the
higher number of disconnected nodes in the graph. When embedding nodes using GraphSAGE
were calculated, the number of nodes in the neighborhood was insufficient. It is expected that the
MRR can be improved in the future by reducing the number of disconnected nodes.

6 Conclusion and Future Work

In this study, we extracted hypernym-hyponym relations from Japanese, English, and Chinese
patent data using multilingual definite expressions and mapped them to the Multilingual
WordNet to create a multilingual hypernym—hyponym relation dataset. We also used a trained
discriminator with GAN to build a classifier that can identify hypernym—hyponym relations. The
constructed classifier achieved a recall rate of 0.936 in English.

Combining the CNN link prediction model ConvE and the GNN algorithm GraphSAGE, we
propose a new method that can automatically complement missing hypernym-hyponym rela-
tions. The proposed model achieved a score of 97.3 on the H@ 10 evaluation index with respect
to the prediction of Chinese hypernym—hyponym relations.

Although this study primarily focused on Japanese, English, and Chinese patent
datasets, the proposed methodology can be extended to other languages. Future re-
search will examine how effectively the approach scales to diverse linguistic struc-
tures. In addition, we plan to incorporate multilingual pre-trained models (such as
Multilingual BERT and XLM-RoBERTa) to further enhance coverage and
cross-lingual generalization.
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