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Abstract 

In this paper, we present a visualization method of relationships among topics in a series of 
meetings. This method is an extension of the previous work: "A Topic Structuration Method for 
a Meeting from Text Data." The previous work is aimed at analysis of a single meeting, on the 
other hand, the proposed method is aimed at analysis of multiple meetings. Several meetings that 
belong to a single project might have common topics.  Our visualization method helps us to find 
these common topics. In addition, the meetings might have isolated topics. Our method also 
helps to find them. This visualization is useful for review of meetings. We present a preliminary 
experiment. In the experiment, we show an analysis results of four actual meetings that belong to 
a single project. 

Keywords: Topic Structuration; Efficiency of a meeting; Dialogue; Transition of topics; 
Time-series data 

1 Introduction 

In day-to-day production activities, dialogues play very important roles in order to exchange 
information and create new ideas. In organizations such as companies, many people have some 
meetings for dialogues to each other. The meeting time occupies a large proportion in business 
hours. According to the survey by NTT Data Institute of Management [1], in the case of Japanese 
companies, the time they spend on meetings occupies 15.4% on average in business hours. In 
addition, the survey asked them to point out problems of meetings. The important problems they 
mentioned are "There are often unnecessary meetings", "There are too long meetings", and 
"There are too frequently meetings." We infer from these facts that efficiency improvement of 
meetings is not enough in spite of meetings occupy much of the working hours. 

Generally, improving the efficiency of a meeting means improving the form of a meeting, 
such as pre-sharing of documents, keeping time, clarification of roles of members, and appoint-
ing a facilitator. We should analyze contents and flows of remarks in dialogue on meetings in 
order to improve efficiency of a meeting. 
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In the method of analysis for a meeting, the ethnographic methods [3] have been mainly 
studied. In these methods, researchers continue to observe the behavior of attendances during the 
meeting. The methods require the researcher to attend the meeting actually for observation. 
Generally speaking, it is difficult to keep analyzing by using these methods because of high 
analysis cost for observing the meeting. Moreover, since the methods are qualitative studies 
based on observation by human, we cannot practically implement as computer programs at this 
stage. 

On the other hand, it becomes easier to obtain voice data by improvement and cost reduction 
of the microphone. In addition, it is easy to obtain text data from voice data by improvement of 
voice recognition technology recently. Based on this background, we design new indexes for 
efficiency in a meeting by data mining techniques for these text data. An efficiency of a meeting 
means the elimination of useless meeting, shortening time of meeting, and the promotion of 
more productive and meaningful meeting. 

Facilitating and reviewing a meeting are important for meeting efficiency. It is important to 
objectively know process of arriving at decision for dialogue by facilitating and reviewing a 
meeting. 

In this paper, we present a visualization method of relationships among topics in a series of 
meetings. This method is an extension of the previous work: "A Topic Structuration Method for a 
Meeting from Text Data."[2] The previous work is aimed at analysis of a single meeting, on the 
other hand, the proposed method is aimed at analysis of multiple meetings.  

Several meetings that belong to a single project might have common topics.  Our visualiza-
tion method helps us to find these common topics. In addition, the meetings might have isolated 
topics. Our method also helps to find them. This is useful for review of meetings. 

We define a similarity between topics across meetings, and we implement a visualization 
method for the similarity. The system visualizes the relationships among the groups in meetings 
as a graph network based on time series. In the visualization, topic groups are represented as 
nodes, and similarities among these nodes are represented as edges. 

This paper is organized as follows: In section 2, we introduce related works. In section 3, we 
present our visualization method of multiple meetings. In section 4, we present some preliminary 
experiments. In section 5, we reach a conclusion. 

2 Related Work 

There are many factors for analyzing a meeting such as contents they talked, volume of voice, 
frequency characteristic of voice, attributes of members, behavior of speakers and listeners, etc. 

The ethnographic methods [3] consider these factors to evaluate a quality of a meeting. These 
methods are based on comprehensive observation in dialog analysis. These methods are qualita-
tive evaluation methods and largely depend on the experiences of an observer. 

There are also quantitative evaluation methods in dialogue analysis. Researches on analytical 
methods focusing on non-verbal information such as document (for example, [4][5][6]) are ac-
tively conducted. These methods consider non-verbal factors such as the timing of utterance and 
silence, intonation, pitch / size of voice, speed of speak, etc. to evaluate features of dialogue. 
These non-verbal information can be easily extracted automatically from voice data.  

Our method is the one of analysis methods focusing on language information. In recent years, 
the performance of speech recognition has much increased due to the development of machine 
learning technology. It is predicted that various dialogues is accumulated as text data in the near 
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future. When text mining is applied to these text data, it becomes possible to look back on the 
dialog effectively and analyze meaning.  

One of the best-known methods of extracting topics in text analysis is LDA (latent dirichlet 
allocation) [7]. LDA is the one of Topic model which is a model to estimate topics using sto-
chastic method. Topics model estimates the latent topics that span multiple documents. In our 
method, we divide an entire text to segments and extract topics that span multiple segments. The 
point of extracting topics from multiple parts is common to our method and Topic model. How-
ever, our method aims not only to extract topics, but also to review when a topic was spoken, 
because we focus on improving a meeting process. As studies to divide whole text to parts by 
topic, Text segmentation [8][9][10][11] methods are usable. Text segmentation methods first 
divide the text into sentences. Then, the methods measure similarities among these sentences. 
Finally, the methods identify where the topic switched. As methods of text segmentation, Text-
Tiling[8], C99[9] ,  etc. are well known. Furthermore, in order to solve the problem of sparseness 
of word vectors in these methods, studies are also being conducted to compress dimensions 
using a topic model. There are cases where topic models are applied to TextTiling[10] and ap-
plied to C99[11]. The research of text segmentation is in common with our research in that it 
estimates what and where is spoken in an entire text. 

However, in our research, we do not assume that a segment does not necessarily have a 
common topic with other segments. This is a point of difference from the research of text seg-
mentation. In existing researches on text segmentation have dealt with texts written by human. In 
contrast, in our research, we target text transcribed from a speech spoken at a meeting. Some-
times, we also have a meaningless conversation in a meeting. A creative process necessarily 
includes trial and error. Since we focus on the process of a meeting in our research, we aim to 
analyze not only important conversation but also unimportant conversation. 

Until now, we have worked a semantic structuration method on time series for a meeting from 
text data [2].  In addition, based on this research [2], we have proposed a topic extraction method 
by the importance which was calculated from the structure of a conversation a meeting [13]. 

In this paper, based on the research [2], we propose a method of analysis for multiple meet-
ings. We visualize the relationships among the groups in meetings as a graph network. This 
visualization will provide opportunities for reviewing a meeting from another perspective. 

Researches of topic tracking are similar to our research. Dynamic topic model [14] is a typical 
research of topic tracking. Dynamic topic model is an extended model of topic model [4] to 
analyze the time series data. In that paper, they extract the temporal transition of topics of scien-
tific journals. In our research, we extract the temporal transition of topics of multiple meetings 
which are in the same project. we can regard that our research is a topic tracking for meetings.  

3 A Visualization Method of Relationships among Topics in a 
Series of Meetings 

In this section, we present a visualization method of relationships among topics in a series of 
meetings. This method is an extension of the previous work: "A Topic Structuration Method for a 
Meeting from Text Data."[2] In section 3.1, we present an overview of the previous work.  In 
section 3.2, we present the proposed method. The previous work is aimed at analysis of a single 
meeting, on the other hand, the proposed method is aimed at analysis of multiple meetings. 
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3.1 Previous Work: A Topic Structuration Method for a Meeting 

In this section, we present an outline of the previous work: "A Topic Structuration Method for a 
Meeting." Details are shown in the reference [2].  

(1) Input data format

In this method, we use text data transcribed by human as input. The format of the text data is 
"speaker: a sentence", but in this study, we don't use information of speaker. we use only sen-
tences that are spoken. We regard a turnover of speakers as a delimiter of sentences. 

(2) Segmentation and normalize

The system divides text data into n segments based on the total number of characters in the entire 
text. The system divides the text data contained in each segment into words by morphological 
analysis, and express as a matrix of words and its appearance frequency. In the morphological 
analysis, we extract only noun words. The system normalizes values of the element in the matrix 
by TF · iPF method.  TF · iPF is the method similar to TF · iDF.  TF · iDF is for documents, and 
TF · iPF is for segments. The details of TF · iPF are shown in the reference [2]. Let TF・iPF value 
corresponding to each word be a weight of word. 

Let n be the number of segments and k be the number of words which occurrence in segments. 
Let the weight of word j in a segment i be 𝑥",$. 	Let 𝒙" = 	 𝑥",(, 𝑥",), … , 𝑥",+  be a segment vector 
of segment i. We construct matrix X by arranging segment vectors as rows. X is a matrix repre-
senting the weight values of words in all segments. 

𝑿 =
𝒙(
⋮
𝒙.

=
𝑥(,( ⋯ 𝑥(,+
⋮ ⋱ ⋮
𝑥.,( ⋯ 𝑥.,+

∈ 𝑹.×+ 

(3) Calculation of similarity among segments

The system calculates a similarity value matrix Q from the matrix X. Each elements of matrix Q 
is a cosine similarity of two segments that corresponding to any row and any column in matrix.  
The dimension of matrix Q is  n×n.． 

𝑸 = 𝑞",$ =
𝑞(,( ⋯ 𝑞(,.
⋮ ⋱ ⋮
𝑞.,( ⋯ 𝑞.,.

∈ 𝑹.×. 

𝑞",$ = cos 𝒙", 𝒙$

Here, the diagonal component 𝑞"," is 1. Since all of these diagonal components are 1, we 
ignore them and regard them as 0. 

(4) Clustering of Segments and Extraction of Topic Words

The system clusters segments based on similarities among segments. Each segment is expressed 
as a vector 	𝒙" . Let ε be threshold for clustering of vectors. When the similarity 𝑞",$ between 
arbitrary two vectors 𝒙" and , 𝒙$ is less than ε, the system clusters them. When vectors belonging 
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to a cluster also belong to other clusters, the system joins those clusters. A cluster has at least two 
vectors. 

Each degree of similarity 𝑞",$ between vectors have a value from 0 to 1. When ε is 0, clusters 
are not created. When ε is 1, one clusters which have all vectors are created. 

We think that ε should be set according to purpose. In this research, the system changes ε from 
0 to 1, and the system adopts the value which maximize the number of clusters. Generally, the 
value that satisfies that condition is not one. In this research, the system adopts the smallest value 
among them. 

This method is based on the following three objectives. 
l Find low contribution segments: the vectors that are not related to other vectors should

not belong to any cluster.
l Discover many topics: a vector which has relation to other vectors should belong to

cluster as much as possible.
l Extract topics from each cluster: one cluster should not have too many topics.

Let a cluster of vectors be a group G. G is a set of vectors. From these groups, we can extract 
topic words of the meeting. The system picks up the words which commonly exist in the seg-
ments belonging to the same group. From these words, the system extracts topic words. A topic 
word is a word appearing in two or more segments belonging to the same group. Topic words are 
sorted in descending order by number of vectors which have the topic word. We can extract 
arbitrary number of topic words from sorted list of topic words. 

(5) Visualization

In the reference [2], the research shows three types of visualization. Here, we present one of 
them: “Meeting-Outline”. Meeting-Outline is a visualization for reviewing the flow of the con-
versation as the overview of the meeting. The system arranges each segment using time series as 
a coordinate axis. Each segment is classified by color according to the groups. At the same time, 
the system shows a table of topic words of each group. We can find the rough flow of topics of 
the meeting by the time series arrangement and coloring. 

We show a sample of Meeting-Outline in Figure 1. "****" in the table is a word which we 
cannot disclose such as a company name, a personal name, etc. In this experiment, we set the 
number of topic word to 20. 

3.2 A Visualization Method of Relationships among Topics in a Series of Meetings 

In this section, we present the proposed method: a visualization method of relationships among 
topics in a series of meetings. This research differs in granularity from the previous research. In 
the previous research, we aimed to aggregate the transition of topics in one meeting. In this re-
search, we aim to aggregate the transition of topics in multiple meetings which belong to a same 
project. 
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3.2.1 Composition of group vectors 

We aim to analyze relationships among groups in multiple meetings. In order to make groups 
comparable, we express one group as one vector. We define a group vector 𝒈" which is a vector 
representing a group 𝐺".	A group is a set of segments which is expressed as vectors. Group G is 
defined in section 3.1 (4).  Let 𝒈" be an average of vectors belonging to the group 𝐺". Let the 
vectors belong to 𝐺"  be 𝒙 ∈ 𝐺". A group vector 𝒈" is expressed by the following equation. 𝐺"  
shows the number of elements of set 𝐺". 

𝒈" =
𝒙𝒙∈;<

𝐺"

3.2.2 Visualization: Graph network on similarity 

There are multiple meetings within a project. Let one meeting be 𝑀", let the next meeting be  
𝑀">(. The system computes all combination of similarities among the group vectors belonged to 
𝑀" and belonged to 𝑀">(. We use a cosine measure for the similarity calculation. In this case, the 

1 2 3
region room time 

position space health 
**** office log 
life registration behavior 
area ICT comic 

attribute SNS ability 
res meeting company 

property provision 
hobby liking 

concept of values hobby 
health device 

downtown customer 
house account 

buying and selling booking 
opulence 
prediction 

Figure 1. Meeting-Outline: Meeting-Outline shows which group each 
segment belongs to. In addition, the list of topic words shows topic words 
of each group. In this result, three groups are formed. The group 1 has the 
most number of segments. Segments 6 to 12 belong to group 1 continuous-
ly. We can make a conjecture that the group contains the most important 
topic. On the other hand, segments 14 to 17 do not belong to any group. 
We can assume that the discussion was confused there. 
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group vectors in different meetings correspond to different word sets. Therefore, the system 
reconstructs group vectors based on the union of the word sets appearing two groups corre-
sponding to two meetings. The elements of vectors that corresponding to the words that did not 
exist in own meeting be 0. 

The similarity 𝑧",A,B, between group a in meeting 𝑀" and group b in meeting 𝑀">( is defined 
as the following equation. 𝒈",A is the group vector of group a in meeting 𝑀", and 𝒈">(,B is the 
group vector of group b in meeting 𝑀">(. Function cos shows the similarity calculation by the 
cosine measure. 

𝑧",A,B = 𝑐𝑜𝑠 𝒈",A, 𝒈">(,B

The system visualizes the relationships among the groups in meetings as a graph network 
based on time series. First, the system visualizes each meeting individually. The system shows 
each meeting as a set of groups that have several topic words. In this graph, a group corresponds 
to a node. Second, the system puts these meetings from left to right based on time series. Finally, 
the system draws edges among nodes based on value of z. When 0 < z <= 1/3, the system doesn't 
draw a line. When 1/3 < z <= 2/3, the system describes a thin line. When 2/3 <z <= 1, the sys-
tem draws a bold line. We show an example in the section of experiment.  

These criteria for drawing lines are temporary.  In the future work, we aim to enable interac-
tive drawing after the first drawing. In this paper, we set the criteria so that the three cases appear 
almost equally, based on the experimental results. 

4 Preliminary Experiment 

In this section, we present a preliminary experiment. We implemented our proposed method. We 
apply it to an actual series of meetings, and show the example of visualization. 

4.1 Experiment Environment 

We implement the experiment system by Python. 
In this experiment, we use text data of actual meetings transcribed by human. For our future 

work, we will apply automatic voice recognition. The language of those texts is Japanese. We 
analyze 4 meetings. We analyze a series of meetings within one project. We analyze four 
meetings. Those meetings were conducted by different days. The members of the meetings were 
mostly fixed, but not perfectly. Table 1 shows the number of characters (in Japanese) and the 
total time of each meeting as overview of these four meetings. 

Table 1. Overview of meetings for experiment 
Meeting-1 Meeting-2 Meeting-3 Meeting-4 

Number of characters 
(Japanese) 13,826 20,106 16,748 12,622 

Total time 2h18m 2h02m 1h55m 1h44m 

In this experiment, we show an analysis results of these meetings. 
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4.2 Experimental Result 

Figure 2 shows the visualization of the proposed method in the experiment. 

Figure 2. The visualization of relationships among topics in a series of meet-
ings. There are four meetings, and the meetings has from 3 to 5 topic groups. 
These groups are connected by edges which shows similarity between a node 
and another node.  The thickness of the line represents the strength of the re-
lation. Each topic of group is represented by four words.  

In this visualization, each group in each meeting is shown as a node. Each meeting doesn’t 
necessarily have the same number of groups. In this figure, we show four words for representing 
each topic of groups in each meeting. These four words are the top four topic words of each 
group. The number of topic words to be displayed is not limited to four, and it will be necessary 
to adjust according to the purpose. Finally, we draw edges based on similarity among groups.  

We will consider the results. From the Figure 2, we can find that there are topics that are not 
connect to other topics of following meetings. In this case, there are group 2 and group 4 in 
meeting 1 and group 1 in meeting 3. These topic words actually have not appeared in topic words 
of other meetings. We can understand that these topics have weak relationships to other topics. 
We can consider these groups as at least two interpretations: the groups were useless or were 
ignored simply. Here, we can't judge them. In any case, this visualization seems to be effective 
for looking back on topics in the project. 

Next, we focus on edges. By looking at a pair of nodes connected by bold edges, we can find 
multiple examples where the same word appears. Examples are "stock" in meeting1-group3 and 
meeting2-group1, and "headline" in meeting3-group2 and meeting4-group5. It shows that we 
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can follow topics across the meetings by focusing on edges.  Even when the same word does not 
appear, we can find a case where a pair of groups has relation. An example is meeting1-group1 
and meeting2-group3. At there, topic words of meeting1-group1 are "location, analysis, attribu-
tion, user", and meeting2-group3 are "heat map, reporter, analog, zone". From the words such as 
"location, analysis, attribution, user, heat map, zone", we can guess the following things: partic-
ipants in the meetings talked about analyzing customer information based on location infor-
mation and mapping it on a map for visualization. Even when we cannot find relation at a glance, 
edges help us to find a relation between groups by looking at the details along the edge. 

We can think that the topics which span multiple meetings are important topics relevant to the 
entire project. Therefore, finding such topics is helpful for review of the project. We can also 
think that nodes with many edges have many topics related to the entire project. By looking at the 
details of the nodes in descending order from the nodes which has many edges, reviewers can 
look back on the project efficiently. Conversely, we can think that the topics in a node without 
edges are not topics related to the entire project. Therefore, we can know the importance of a 
node by checking the number of connected edges. We can think that the node which has many 
edges is important, and the node has no edge is less important. By analyzing those node in detail, 
we may find knowledge that contributes to productivity improvement. 

5 Conclusion 

We presented a visualization method of relationships among topics in a series of meetings. This 
method is an extension of the previous work: "A Topic Structuration Method for a Meeting from 
Text Data." The previous work is aimed at analysis of a single meeting, on the other hand, the 
proposed method is aimed at analysis of multiple meetings. 

We defined a similarity between topics across meetings, and we implemented a visualization 
method for the similarity. The system visualizes the relationships among the groups in meetings 
as a graph network based on time series. In the visualization, topic groups are represented as 
nodes, and similarities among these nodes are represented as edges. 

Moreover, we presented a preliminary experiment. In the experiment, we showed an analysis 
results of four meetings that belong to a single project. From the results, we were able to find 
some knowledge from the visualization. 
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