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Abstract

Recently, it has become easy for the growing Goverment 2.0 movement to report com-
plaints. On the other hand, there is a clearly identified and growing delay in responses from
the government side due to an overload on government capacity to deal with the increasing
number of complaint reports as the movement grows. In this paper, we propose a method
of automatically categorizing complaint reports as a first step to reduce the pressure on the
government side. We conducted experiments in categorizing the complaint reports. The ex-
perimental results showed the following findings: (1) Feature selection is key to improving
the accuracy (F-score) of the categorization of complaint reports. The percentage of words
that are strongly effective for categorization is about 3.9% of the total of distinct words. (2)
Proposed Mutual-Information-based methods outperform a conventional Random-Forest-
based method. (3) The city management section seems to classify complaint reports by
focusing on demands expressed in the reports. (4) The categorization performance usually
high if training data includes various types of categories of data.

Keywords: Categorization, Complaint Report, Government 2.0, Mutual Information, Ran-
dom Forest

1 Introduction

Recently, useful platforms for reporting complaints have been introduced. FixMyStreet

is representative of such platforms. In Japan, some platforms such as the Chiba citizen
coordination report (ChibaRepo for shdrhave also been established. Using such plat-
forms, registered users of the platforms can submit reports on issues involving their local
area. The reports can include not only text-based messages, but also photographs and GPS
information. Officials in a city management section can reply to the reports. The state of
correspondence concerning reported situations can be roughly divided into three states: un-
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responsivein processandcompleted.On the platform, everyonecanseethelocal issuein
detail,its frequencyof occurrenceandthe stateof the correspondenceoncerningheissue.

Ontheotherhand,it hasbecomerecognizedhatthereis frequentlya delaybeforethe
governmensidetakesaction. Theanswerdo aguestionnaireoncerninghedemonstration
experiment®f ChibaRepowhichwereconductedrom July 2013to Decembef013,show
that44.4%of registerediserdelt disappointedvith theresponsérom thegovernmenside
becausef delaysin takingaction,lack of progressn the stateof the correspondencend
evenincorrectstatementsoncerningprogres®ntheissue with unsohedissuesometimes
claimedas completed.

Sincetheseproblemsresultfrom the overloadon the governmentside, it is indispens-
ableto reducethe burdenson the governmensideby introducinganautomatianechanism
for complaintreport processingsupportingfeaturessuchas automaticor semi-automatic
judgmentof the urgencyof complaintreports,recordingandclassifyingthe complaintre-
ports,detecting estimatingandrespondingo demandsn the complaintreports,andcom-
missioningprofessionals to deal with the demands.

Consideringtheseissues this papertacklesautomaticcategorizatiorof complaintre-
ports, which is a key issue,since not a small numberof complaintreportsare wrongly
categorized.

Theproposednethoddeginwith featureselectionwhich detectavordsstronglyeffec-
tive for categorizatiorof complaintreports,andthencategorizeshe reportson thatbasis.
Bothfeatureselectiorandcategorizatiorarebasedn Mutual-Information(Ml)-basederm
weighting methods. We conductedexperimentgo evaluateour proposedmethodsusing
realcomplaintreports.We comparedhe proposednethodswith a conventionaRandom-
Forest(RF)-baseaiethodwith TF-IDF (termfrequceny inversedocumentrequencyerm
weightingasa baseline. The experimentakesultsillustrate the validity of our proposed
methods.

In whatfollows, Section2 discusseselatedwork; Section3 describeghe datasetwe
usedin this research;Section4 explainsthe proposedmethods;Section5 describeghe
evaluationrmeasuresSection6 discusseshe experiment@andthe results,andwe conclude
in Section?.

2 Related Work

Tominagaet al. [1] proposeda methodof classifyingSNS messagem the field of gov-
ernment.Becauseof the shortlengthof SNS messagesspeciallythosesentvia Twitter,
they believedthat conventionalmethodscan not provide sufficient precision. Therefore,
they useda manifesto,which consistsof public promisesof political parties,to extract
keywordsascluesin classifyingthe SNSmessagesThey achieveda 7.2% improvement
in accuracycomparedo a conventionalmethod. Table 1 showsthe comparisorbetween
Twitter messageandour data(complaintreports). As canbe seenfrom the table,one of
the characteristiccommonto bothis the shortlengthof the messageddoweverthereis a
big differencebetweenTwitter messageandcomplaintreports. Twitter messageiclude
richer userinformation suchas username,the numberof tweets,relationshipwith other
users, and a user profile than do complaaports, which only includéhe names of the

SEvaluationreportsto Chibacitizen coordinationreportof demonstratiorexperimen(ChibaRepc}rial) (in
Japanese): https:/iwww.city.chiba.jp/shimin/shimin/kohokocho/documents/chibarepo-hyoukasho.pdf
(2015/11/17 confirmed)
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submitting users and the officials dealimith the reports. Instead, the complaint reports
include such things as e.g. information about area parks and the location of a particular
park. In addition, the categories of the reports vary from location to location, so we cannot
handle all the data equally. Therefore, classification of complaint reports requires a new
method for effectively using the limited information available in complaint reports, which
necessarily differs from conventional methods for classifying Twitter messages; we believe
that the way one deals with words is the key to classifying complaint reports. Moreover,
we should consider the seasonality and locality of the complaint reports to enhance the
classification accuracy.

Table 1: Comparison between Twitter Messages and Complaint Reports

Data average # of charactersregional difference  information besides text data | view points when classifying
Twitter 63[2] not present user information, date, hashtag depends on the situation
Complaint reportg 35 present park information , date, category  seasonality, regionality

Jinetal. [3] comparedeveraklassificatiormethodssuchasrandomforest(RF)[4], k-
nearest-neighbdb], supportvectormaching[6], vectorquantizationrmethod[7], bagging
[8], boosting[9] to determinea usefulmethodfor detectingan original authorof works
aboutliterature,essaysanddiaries. Jin et al. conductedexperimentsandshowedthatan
RF-basednethodhadthe highestaccuracyof all the methodsn detectingauthorsandwas
the leastaffectedby decreasedraining data. This papercomparesour proposednethods
usedin estimatingcategorie®f the complaintreportsaboutcity parkswith a conventional
RF-basednethodwith a TF-IDF-based worgector.

3 Data Set

In this researchyve usecomplaintreports,which arerecordsof complaintcalls from cit-
izensaboutcity parksin Kashiwacity. Complaintreportsconsistsof 6 items: Current
Situation(CurS),Demand(Dem), Correspondenc8ituation(CorS),Date(DT), andCate-
gory Number (CN) and LabgICL).

CurS describeghe currentissuesinvolving a park, and Dem is a demandregarding
CurS.Complaintreportsoftenincludeboth CurSandDem, but sometime®nly one.Com-
plaint reportsinclude variouskinds of sentenceslements:a simple or complexsentence,
phrase(s)word(s), or multiple sentencesandidentical meaningsare often expressedn-
consistentlyin different verbalforms, owing to the richnessof written Japanesewith its
two syllabariesand largeset of logographicharacters.

CorSis determinedoy officials in the city managemensectionand recordshow they
havedealtwith the citizen complaint.DT is the datewhenthe complaintwasreceivedby
the managemensection. The date entry specifiesyear, month and day. CN is usedto
classifycomplaintreports.Thereare 14 categoriesasshownin Table2. Multiple CNscan
be assignedo a complaintreportandthe way they areassignednay changefrom official
to official in the city managemengection.CN14, which means’others”, appearsvhenit is
not easyto assigna CN to a complaintreport. Thereare somecomplaintreportsthathave
beenwrongly assignedCNs, or not assignedainy CN. The CategorylLabelor CL expresses
the meaningof a complaintreportin a singleword or a brief phrase The correspondences
between CNs and CLs are listedTable 2.

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.
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Table 2: Category Number (CNind Category Label (CL)

[CN | CL [ CN] CL [ CN]| CL \
1 trees 6 water and sewerage 11 | user manners
2 weeding 7 toilet 12 radiation
3 | sweeping, fallen leaves 8 equipment 13 | usage of park
4 play equipment 9 | insect pests and destructive animalsl4 others
5 illuminating light 10 abandoned bikes

4 Proposed Methods

In this paperwe propose five methods. Four of them focus on relationship between CNs
and keywords, and only use the value of mutual information (MI) in judging which CNs
to assign to each complaint report. The other method combines Ml and RF. As a baseline
method we used a conventional RF-based method whose term weight is based on TF-IDF,
not MI.

The following describes what values each method uses to determine the categories to
be assigned to a complaint report. Table 3 shows whether each method uses Ml and/or RF.

1. Max: This method uses the max value of mutual information.
2. Sum: This method uses the summation of mutual information.

3. Num(Max): This method uses the number of keywords and the max value of mutual
information.

4. Num(Sum): This method uses the number of keywords and the summation of mutual
information.

5. RF(MI): This method uses RF with an MI-based word vector.
6. RF(TF-IDF): This method uses RF with a TF-IDF-based word vector.

Table 3: Methods With©) or Without (-) Ml and RF

[ Max, Sum, Num(Max), Num(Sum) RF(MI) | RF(TF-IDF)
Ml O O -
RF - O O

4.1 Preprocessing
4.1.1 Creating \Wrd Vectors

We employed the Japanese parser named Calbbthanalyze complaint reports and to
detect words and to identify the part of speech of the words; we selected nouns, verbs, and
adjectives, but not pronouns or dependent verbs and adjectives; we transformed the selected
words into their base form to absorb the differences between conjugated forms. After that,
we created word vectors consisting of pairs of a word and its frequency of occurrence in the
report.

4Cabocha (in Japanesedtps: //taku910.github.io/cabocha/ (2015/11/17 confirmed).
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4.1.2 Calculation of Ml-based Vecw®r

The five methods other than RF(TF-IDF) use Ml for the classification. Therefore, we cal-
culated MIl(w,c) of a pair of wordw and CNc by using the following four types of
combinations. 1 (w,c) is calculated only from training data.

e Ni1: the number of dafawhose CN isc, and that include word/
e Njo: the number of data, whose CN is rmtand that include words
e Npi: the number of data, whose CNdsand that do not include word

e Noo: the number of data, whose CN is nptand that do not include wond

We defind (w,c) asl (w.c) =3L 03} olij and then, defing; ="\ - Iogzm,
wherei is the bitinversion ofi. N is the total number of complaint reports in the training
data, which is 1,073 in this paper.

For each CN\t, words are arranged in descending order of their Ml va(uec), where
* represents any word. The tépwvords ofl (w,c) are defined ak keywords of CNc. k is
varied by powers-of-two, such as 2, 4, 8, 16, to a number which is less than the number of
distinct words in all the complaint reports.

For RF(MI), we created word vectors whose element weight is the maximum value of
I(w,c), e.g. [(tree, 0.089636), (wooly bear, 0.099794) , (pruning, 0.276903)] after extract-
ing keywords.

4.1.3 Calculation of TF-IDF-based Vectors

RF(TF-IDF) uses TF-IDF values as a value of each element in a word vector. We define
the TF-IDF weight of a wordv in documend as follows:t f-id f (w,d) =tf(w,d) -id f (w)
wheret f (w,d) is the term frequency of wong in documend and is defined by the follow-
ing equation. “ Document’ here denotes a complaint report.

tf(wd) = <0

Nwd is the occurrence frequency wbrdw in documend andsis a word in document

d.

id f (w) is the inverse document frequency of wawdand is defined by the following
equation.

id f (W) =100, g + 1

N is the total numbeof documents, and f(w) is the number of documents in which
wordw appears. Her8l is 1,198, which comprises 1,073 training data and 125 test data in
this research.

After calculating TF-IDF values, we applied LDA (Latent Dirichlet Allocation) [10] to
TF-IDF-based word vectors and varied the number of dimensions of the vectors by powers-
of-two from 2 ton, the highest power which is less than the original number of dimensions
of the vectors.

SFeature Selection with Mutual Information (fapanese)ttp://aidiary.hatenablog.com/entry/
20100619/1276950312(2015/11/17 confirmed)
8Here and below" data” means the complaint reports
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4.2 Methods of automated classification
4.2.1 Ml-based Methods not includingF(MI)

After removingwords otherthan keywords,we automaticallyclassify complaintreports
usingkeywordsand their Ml valuegrom the followingfour viewpoints.

Max focuseson the maximumvalue of MI, and definesthe weight of CN ¢ asthe
maximumvalueof | (W, c) of wordw in theword vectorcreatedrom a complaintreport,
providedthat | (w,c) = 0 if w is notin the top k keywordsof c. Max ranksCNs in de-
scendingorderof their weights,selectshe CN ¢ with the maximumvalue of all the CNs
andassigns the CN to the complaigport.

Sumfocusenthesummatiorof MI, anddefinegheweightof CN c asthesummation
of alltheMI I (w, c) of wordw in thewordvectorcreatedrom acomplaintreport,provided
thatl (w',c) = 0if w is not inthetop k keywords ofc. Sumranks CNsn descending@rder
of their weights,selectghe CN ¢ with the maximumvalueof all the CNsandassignghe
CN to the complainteport.

Num(Max)focuseonthenumberof keywordsandthemaximumvalueof MI. Num(Ma
x) calculateghe numberof keywordsof eachCN c in aword vectorof a complaintreport,
defineghenumberof keywordsastheweightof the CN ¢, andassignCNsto thecomplaint
reportin descendingrderof thevalueof the CNs. If therearetwo or moreCNsthathave
thesame maximunvalue,Num(Max) followsMax for the CNs.

Num(Sum)ocuse®nthenumberof keywordsandthesummatiorvalueof MI. Num(Su
m) calculateshe numberof keywordsof eachCN c in aword vectorof acomplaintreport,
definesthe numberof keywordsasthe weightof the CN ¢, andassignCNsin descending
orderof the value of the CNsto the complaintreport. If therearetwo or more CNs that
havethe same maximumalue,Num(Sum) followsSum for the CNs.

4.2.2 RF-basedMethods

The numberof itemsof training datadiffers accordingto the CN assignedo the data. If
therearebig differencesn thesenumberstheclassificatiorof thetestdatawill bebiasedoy
the CN with the greateshumberof trainingdata’. To solvethis problem,we equilibrated
the size of training datafor eachCN by selectingthe samenumberof training datafor
the CN after makingtwo vectors: an Ml-basedanda TF-IDF-basedvector. We usedthe
numberof training datafor CNj, 396, in this researchbecausedt wasthe greatest. We
thenincreasedhe numberof training datafor the otherCNsto 396 by randomlyselecting
complaintreportsfrom the trainingdata of the CNs regardles$ duplication.

Then, we createdbootstrapsamplesby randomly selectingtwo-thirds of the whole
training dataset regardlesof duplication. We repeatedhis procedurel,000times and
createdL,000 sets of bootstrap samples.

After creatingbootstrapsamplesyve built 1,000decisiontrees eachof which wasbuilt
from a bootstrapsample We randomlychosed’ wordsasexplanatoryariablessothatthe
correlationbetweerthe decisiontreesbecamdower 8, whered' is the squareroot of d, the
numberof distinctwordsof relevantpartsof speechn the training data. We constructed
eachdecisiontree accordingo [11], as follows:

"Class separation of imbalanced data (in Japanese):http://www.slideshare.net/sfchaos/ss-11307051
(2015/11/17 confirmed)

8Machine Learnindor packagaiser(5): Random Forest (in Japanese):http://tjo.hatenablog.com/
entry/2013/12/24/190000 (2015/11/17 confirmed)
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We used bootstrap samples taaining data, decomposed each ndadend built its
decision tred,, where the lower limit of the number of a terminal node was 1.

1. Selecd'(s/d) attributes randomly frond attributes.

2. Ford' attributes, determine the attribute that gives the optimum division and its cutoff
point.

3. divide node into two nodesieft(t) andright(t) at the cutoff point.

After constructing an RF model, we applied the model, which consisted of 1000 deci-
sion trees, to test data. The RF model ranks CNs in descending order of the number of trees
that polled their vote to the CNs and assigns them to complaint reports.

5 Evaluation Measures

5.1 Precision, Recall, F-score

We use Precision, Recall, and F-score as measures to evaluate our methods. The three
measures are defined as follows:

Precision= TP Recall— TP F-sCore— 2Recal - Precision
~ TP+FP ~ TP+TN ~ Recall+ Precision

whereT P,FP, TN are shown in Table 4.

Since some complaint reports in our data have multiple CNs, we count four valRes:
FP, TN, FN for each CN, not for each complaint report.

TR, FP, andTN; areTP,FP, andT N for CN c, respectively.

TP: foreach c= Sif ce SNS, add 1 toTR.

FP: foreach c= Sif c¢ Sandc € S, add 1 toFP.

TN: foreach ce Sif ce Sandc ¢ S, add 1 toT N,
whereSandS are a set of actual CN&y, ..., cn}, and a set of predicted CNs/, ..., c;,},
respectively.

Methods for calculating the average include two kinds of average, micro and macro. In
this research, the number of data belonging to each CN includes deflection, and we think
the evaluation by micro average is not appropriate. Therefore, we take the macro averages
PrecisionPnacro R€CallRmacro, and F-scorémacro @s evaluation metrics.

18 18 18
I:)macro: 6 lel I:\)macro: 6 ZR I:macro: 6 ZlFl
i= i= i=

where Q is the number @Ns, andR, R, andF, are Precision, Recall, and F-score of CN
i, respectively.

Table 4: TP, FP, TN, and FN

Facts
Prediction True | False
Predicted TP FP
Not Predicted TN FN

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.
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6 Experiments and Results

6.1 Experiments

We conducted two experiments to answer four research questions (RQs). RQ1, RQ2, and
RQ3 are set to investigate the classification performance of the proposed methods. RQ4 are
set to consider the influence of seasonality in classifying complaint reports.

6.1.1 Experiment 1

Experiment 1 tackles the following three questions.

e RQ1: Does the number of keywords influence classification performance ?

To classify complaint reports, we select only useful words as a basis for the classifi-
cation. We investigate the influence of varying the number of keywords selected on
classification performance.

e RQ2: What method achieves the best classification performance ?

We propose methods using the mutual information between keywords and CNs, and
compare the results of the proposed methods with those of a conventional RF-based
method.

¢ RQ3: Which viewpoint achieves the best classification performance ?

We would like to know which viewpoint enhances the category assignment of a com-
plaint report. To this end, after reassigning CNs to complaint reports from two view-
points: on the basis of CurS and Dem, we investigate which viewpoint yields better
classification performance.

6.1.2 Experiment 2

In Experiment 2, we resolve the following question.

e RQ4: Does the season of the complaint influence classification performance ?

Analysis of complaint reports shows that the amount of data with some CNs varies
from month to month. So, we investigate how the difference of seasons influences
classification performance.

Thedatawe usedin Experimentl consistof oneyearof datafrom April 2012to March
2013andonemonthof datafrom June2013. Theformerincludesl,073complaintreports
and was usedstrainingdata.Thelatterconsists ofLl25 complaintreportsandwas use@s
testdata.

Becauseomplaintreportssometimesncludewrongly assignedCNs, we checkedthe
CNsof complaintreportsin thetestdataand,if necessaryeassigne@Nsto thecomplaint
reportsfrom the two viewpoints,CurSandDem. Table5 showsa comparisorof the test
dataand the originatiata it corresponds to.

Table 6 showstraining dataandtestdatawe usedin Experiment2. Thetraining data
wascollectedfrom April 2011to March2013,andthetestdatais from April 2013to March
2014.”"Months” in the tabledenotes the month in which the data we used rgasrted.

Copyright © by IIAI. Unauthorized reproduction of this article is prohibited.
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Table 5: Comparison of Teflata
| data]| viewpoint | # of CNs| # of data| average # of CN3

A0 || (original data) 133 125 1.06
Al CurS 240 125 1.92
A2 Dem 213 125 1.70
A3 | CurSand Dem 245 125 1.96

Table 6: Training Data ifExperiment 2

| data | months | # of training data| # of test datal
spring March, April, May 527 288
summer June, July, August 761 352
autumn || September, October, November 747 407
winter December, January, February 266 177
all all months 2,301 1,224

In all experiments, we only usembmplaint reports assigned a single Category Number
other than 14 ("others”) as training data, in order to build prediction models effectively.
Moreover, we also used complaint reports assigned a CN other than 14 as test data.

6.2 Experimental Results

6.2.1 RQ1: Does the number of keywords influence classification performance ?

Figure 1 shows how the F-score varies according to the valle thfe number of togk
keywords which are strongly related to each CN.

Figurel: F-score with the top keywordsfor varyingvaluesof k

Figurel showsthatall methodshadthe bestresultsat aroundk = 8. Whenk = 8, the

numberof distinctkeywordsis 93, which is 3.9% of the total of 2,398distinctkeywordsin
thetrainingdata.
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6.2.2 RQ2: What method achieves best classification performance ?

Table 7 shows the maximum value of results obtained by each method.

(a) MI-based Methods: Max, Sum, Num(Max), Num(Sum), RF(MI)

All methods other than RF(TF-IDF) are MI-based methods. The number in () brackets
is the value ok that yields the maximum value of the results shown, with the smallest value
of k selected if there were multiplevalues yielding the same maximum value.

(b)TF-IDF-based Method: RF(TF-IDF)

RF(TF-IDF) uses a TF-IDF value of a word in a vector. The number in () brackets is
the value ofn, which is the number of LDA topics that yielded the maximum value of the
results. The smallest value nfwas selected if there were multiprevalues yielding the
same maximum value.

Table 7: Comparison of all methods
y | Max | Sum | Num(Max) | Num(Sum)| RF(TF-IDF) | RF(MI) |
Precision] 0.71(2)] 0.71(2)[ 0.71(2) 0.71(2) | 0.40(2048) | 0.68(16)
Recall | 0.67(8)| 0.67(8)| 0.67(8) 0.67(8) 0.33(1024) | 0.68(16)
F-score | 0.56(4) | 0.56(4)| 0.57(8) 0.57(8) 0.31(1024) | 0.57(16)

The results of all the methods other thRR(TF-IDF) were similar, and only showed
slight differences in comparison metrics. From Figure 1 it can be seen that Max and Sum
were almost unaffected by the variationkivalues and achieved stable results, unlike the
other methods. MI-based methods using selected keywords are effective for classification
of complaint reports. In other words, each CN strongly depended on keywords.

6.2.3 RQ3: Which viewpoint achieves the best classification performance ?

Figure 2 shows the results when using data set A1 and A2 in Table 5 as test data. Here,
RF(TF-IDF) is excluded from the methods because it got the worst results shown in Table
7.

061

0.58

F-score

0.56

0.55
0.53

[NEH Sum MNumM ax) Numi{Sum) RF(MI)

methods

Al A2

Figure2: Comparison of F-score for test data set A1 and A2

Figure 2 showsthatthe resultsfor A2 arehigherthanthosefor Al. So, we think that
the managementsection officials classified complaint reports by focusing on the
expressionof demandsbecauseof the importanceof these expressionsin resolving
complaints.
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6.2.4 RQ4: Does the season of tmmplaint influence classification performance
?

Table 8 shows the results for each season of data obtained using Max.

Table 8: Comparison of F-score by season

training : _
test spring summer| autumn | winter all
spring 0.59(64)| 0.51(4) | 0.53(4) | 0.44(4) | 0.56(64)
summer 0.64(32)| 0.63(4) | 0.65(16)| 0.52(4) | 0.65(256)
autumn 0.70(32)| 0.69(4) | 0.63(16)| 0.57(16)| 0.72(8)
winter 0.67(8) | 0.64(4) | 0.68(16)| 0.67(16)| 0.69(512)
all 0.64(64)| 0.57(4) | 0.58(8) | 0.51(4) | 0.63(128)

Table 8 showsthat the F-scoresare similar in being highestno matterwhat testdata
is used,if eitherspringdataor all datais usedastraining data. From theseresults,we
concludethatthe springdataincludesvarioustypesof categorieof datalike all data,and
thatthisis why the classificatiorperformances betterfor springdatathanfor all otherdata
setsexceptfor all data.In addition,the F-scoresarethe worstif springdatais usedastest
data.lt alsoseemghatthe springdatanotonly includesvarioustypesof categorie®f data,
but alsoseemso bedifferentfrom yearto year. As mentionedn section3.2.2thereseems
to be correlationbetweenmonthsand CNs. However,carefully selectingtraining datadid
not increasehe classificationperformance We think thatthe differencein the numberof
datafor eachCN may affectthe results. Therefore we shouldconsiderthe impactof the
numberof datafor eachCN aswell asthe relationsbetweenthe monthsand CNsin our
futurework.

7 Conclusion

This paperdiscussedlassificationrmethodsfor complaintreports. The resultsshowedus
the following threefindings. (1) Featureselectionis key to improving the F-scorein es-
timating the categorief a complaintreport. The percentagef words strongly effective
for categoryestimationis about3.9% of the total of distinctwords. (2) A word-category
Mutual-Information-basednethodoutperformsthe F-scoreof the Random-Forest-based
methods.(3) City managemensectionofficials seemto classify complaintreportsby fo-
cusingon the expression®f demandsn thereports.(4) The classificatiorperformances
higherif training data includewarioustypes of categoriesf data.

We will reportmethodghatestimateandextractsentenceselatedto CurSor Demfrom
complaintreports in the near future.
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